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Abstract

Treatment planning for intensity modulated radiation therapy (IMRT) is challenging due to both the size of the computational problems (thousands of variables and constraints) and the multi-objective, imprecise nature of the goals. We apply hierarchical programming to IMRT treatment planning. In this formulation, treatment planning goals/objectives are ordered in an absolute hierarchy, and the problem is solved from the top-down such that more important goals are optimized in turn. After each objective is optimized, that objective function is converted into a constraint when optimizing lower-priority objectives. We also demonstrate the usefulness of a linear/quadratic formulation, including the use of mean-tail-dose (mean dose to the hottest fraction of a given structure), to facilitate computational efficiency. In contrast to the conventional use of dose-volume constraints (no more than x% volume of a structure should receive more than y dose), the mean-tail-dose formulation ensures convex feasibility spaces and convex objective functions. To widen the search space without seriously degrading higher priority goals, we allowed higher priority constraints to relax or ‘slip’ a clinically negligible amount during lower priority iterations. This method was developed and tuned for external beam prostate planning and subsequently tested using a suite of 10 patient datasets. In all cases, good dose distributions were generated without individual plan parameter adjustments. It was found that allowance for a small amount of ‘slip,’ especially in target dose homogeneity, often resulted in improved normal tissue dose burdens. Compared to the conventional IMRT treatment planning objective function formulation using a weighted linear sum of terms representing very different dosimetric goals, this method: (1) is completely automatic, requiring no user intervention, (2) ensures high-priority planning goals are not seriously degraded by lower-priority goals, and (3) ensures that lower priority, yet still important, normal tissue goals are separately pushed as far as possible without seriously impacting higher priority goals.
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Introduction

Intensity modulated radiation therapy (IMRT) is a relatively new cancer therapy modality in which radiation delivery is generalized, such that radiation beams are effectively non-uniform in intensity. This is most often achieved using serially delivered segments of varying shapes and intensities from multiple beam directions. High-energy photons in the radiation beam collide with atomic electrons in patient tissue along each geometrically defined segment, resulting in molecular disruptions to cellular DNA along the radiation path, with a lesser amount of radiation energy being scattered outside the path as well. Thus, complicated shapes of high-dose regions can be constructed by overlapping individual deliverable beam segments. Intensity modulated radiation therapy treatment planning primarily conforms to the target volume shape, but also carves out low-dose valleys away from the target to avoid nearby radiosensitive structures. This comprises a very complicated problem in mathematical optimization, not only because of the large number of degrees of freedom (making efficiency important), but also due to the inherent multi-objective nature of the problem. Typically, the problem is broken into two steps: first, each ‘beam’ is defined as the total fluence (incident particles per square area) incident from a given machine angle setting. The fluence intensity map for each beam is broken into discrete rectangular segments, commonly referred to as ‘beamlets.’ Intensity 2-D beamlet intensity maps are then solved for via optimization computer codes. Afterwards, algorithms are used to decompose each beam intensity map into segments deliverable by clinical treatment machines.

The typical method of solving for IMRT beam fluence maps is to create a linear sum objective function of different terms representing dose characteristics to different organs or tissues. The weighting coefficients are adjusted in an attempt to control the tradeoffs between the different terms. However, such tradeoffs are often difficult to control, and the user typically lacks the ability to determine when an optimal set of weighting factors has been used. A detailed description of this conventional solution method and discussion of resulting drawbacks is available elsewhere.

Recent efforts in intensity modulated radiation therapy have focused on addressing the multi-objective nature of the underlying problem using two different techniques, namely: (1) Pareto frontier methods, and (2) goal programming methods. Pareto frontier methods seek to define a set of solutions, each of which cannot be improved at the same time with respect to all objectives.
(so-called ‘non-dominated’ solutions). Craft et al. have recently developed methods to sample
the Pareto frontier and have also characterized tradeoffs on the frontier between normal tissue and
target goals, for several clinical cases.²,³

Our approach is a goal programming approach in which different treatment objectives (e.g., target
dose homogeneity, or mean dose to normal lung tissue) are hierarchically prioritized.¹,⁴,⁵ In other
words, we do not want to sacrifice more important dosimetric goals for less important goals.
There are however always constraints which must be respected (such as maximum dose to the
spinal cord), and these are treated as hard constraints throughout.

We propose to replace the typical IMRT treatment planning (IMRTP) process using linearly
weighted objective functions with a hierarchically-formulated goal programming problem (also
know as preemptive goal programming or lexicographic goal programming).⁶,⁷ In this formul-
ation, the most important constraints are held as hard constraints throughout. The highest priority
objectives (such as maximizing minimum target dose or minimizing target dose heterogeneity)
are maximized or minimized in the earliest problem iteration. Maximum performance with re-
spect to the hard constraints is then determined for these high priority goals. The best perform-
ance of these high priority goals is then reformulated into one or more constraints for lower
priority iterations. This process continues with each optimization iteration using results of higher
priority goals reformulated as constraints for the optimization of lower priority goals.

An initial investigation of this technique for head and neck treatment planning (Wilkens et al.⁴) showed that it provides excellent dose distributions with minimal user modifications once a stan-
dard method was developed on a sample set of plans. This general method of multi-objective
optimization was developed in other areas and is referred to as pre-emptive goal programming or
hierarchical programming.⁷,⁸ Rosenthal has criticized this technique on the grounds that it does
not allow for “the very reasonable practice of trading off a small loss on a high priority goal for a
large gain on a low priority goal”.⁷,⁹ We recognized this issue in our initial investigation of pre-
emptive goal programming for head and neck treatment planning. Our approach was to slightly
widen the search space by introducing so-called “slip” or tolerance factors which allow for small
clinically acceptable) degradations of high priority goal performance as low priority goals are
introduced into the problem. Through a sensitivity study, it was found that frequently a small
amount of slip in high priority goals could produce a clinically significant improvement in lower
priority goals, and it was therefore judged important to include slip in any practical clinical im-

plementation. Although this does introduce new constants which need to be set empirically, fixed values of slip were found which worked well for the entire class of head and neck treatment planning problem (given appropriate scaling of the individual objective functions). Thus no user adjustments were required despite the introduction of new constants. Here and in our other reports on goal programming in radiation therapy treatment planning we refer to our flavor of preemptive goal programming by the more application-specific term “prioritized prescription treatment planning.”

In this paper we apply the prioritized prescription optimization technique to external beam IMRT for prostate cancer. Following our experience with head and neck IMRT planning, we determine well-performing slip parameters for this treatment site, as well as a hierarchical ordering of treatment planning goals which realizes high quality treatment plans in an automated way. In addition, we also incorporate the use of a relatively new dose-volume treatment planning goal introduced by the Florida group based on computing the mean dose to a given upper or lower fractional volume of a defined anatomical structure\textsuperscript{10,11}. This function comes in two types: mean value to a defined fractional volume with the highest dose values or mean value to the defined fractional volume with the lowest dose values. We refer to these as MOH\textsubscript{x} meaning “mean of the hottest \textsubscript{x}\%,” and MOC\textsubscript{x} meaning “mean of the coldest \textsubscript{x}\%”. We investigate the performance of prioritized prescription optimization and determine reasonable slip parameters. In addition, we demonstrate the use of MOH\textsubscript{x} as a reasonable and computationally efficient metric for reducing dose to the rectum.

In addition to introducing prioritized prescription optimization for prostate cancer treatment planning and the use of mean of the hottest \textsubscript{x}\% to incorporate rectal volume effects, we also used maximum beamlet intensity constraints (as suggested by Shepard et al.\textsuperscript{12}) in order to depress hot spots outside the target volume and smooth resulting fluence maps. This paper only deals with the process of allowing for fluence maps, as many other algorithms have been introduced which can adequately decompose fluence maps into deliverable field segments.

In the next section, we describe in further detail the concepts of mean tail dose and prioritized prescription optimization and include a mathematical formulation of each step of the optimization. Section 3 shows results of prioritized prescription optimization for a sample case, summarizes the results for all 10 cases, and shows some effects of varying the slip parameters. We further discuss these results and some key issues in the final section of the paper.
Methods and Materials

Clinical examples: prostate cases

To test and refine the method for prostate IMRTP, we randomly selected 10 anonymized treatment plans from clinical records of patients treated at our institution using 3-D conformal radiotherapy. The patient datasets had been exported from our institutional treatment planning systems (CMS FOCUS or MIR) in RTOG/AAPM format, and later converted into the format of our in-house research treatment planning system, CERR (computational environment for radiotherapy research\textsuperscript{13}). Although this cohort is not large enough to provide statistical power for average results, we consistently found good performance of our method applied to these cases after a site-specific tuning phase, and believe the cohort represents a reasonable range of treatment planning challenges for IMRT beam prostate cancer treatment.

Software environment and dose calculations

Using CERR and software developed specifically to facilitate IMRTP investigations (the integrated ORART Toolbox\textsuperscript{14}), we simulated 7-beam plans (6 MV nominal energy). Beams were equispaced within the transverse isocenter plane, with one beam entering directly anterior. Fluence maps were approximated using beamlets of square shape at isocenter and width 1 cm. Beamlet dose distributions were precomputed for nominal unit beamlet fluence. The matrix of the unit-weight beamlet dose distributions is referred to as the ‘influence matrix,’ and is denoted $A$. Dose values ($D_i$) were computed by addition of all beamlets weighted by the solution vector $w$:

$$D_i(w) = A_iw,$$

Where the subscript refers to the $i$’th dose element and the $i$’th row in $A$. Those elements of individual beamlet dose distributions which were less than 1% of the peak beamlet dose values were truncated to zero, in order to reduce the required computer memory. Although this scatter contri-
bution was not included in these results, the resulting neglected scatter could be re-incorporated into a later dose correction¹.

Because the prioritized prescription method involves turning objectives into constraints, it is necessary to use a solver which can handle the same type of constraints as objectives. In order to keep optimization time reasonable, we pursued the use of linear and quadratic objectives and constraints, rather than using fully nonlinear objective functions (such as tumor control probability or normal tissue complication probability models). Moreover, this means each sub-problem is still convex, resulting in a single global objective function minimum (which however may include degenerate or nearly degenerate solutions of nearly equal objective minimum values). To solve each iteration’s sub-problem, we used the commercial MOSEK optimization solver (MOSEK ApS, Inc., Copenhagen). The problem is formulated in more detail below.

**Optimization problem formulation**

**Mean-tail-dose objective function**

Often in IMRT optimization, dose-volume constraints are used to reflect a physician’s preferences. For example, a constraint of “At least 95% of the PTV (planning target volume) must have a dose greater than 70 Gy” may be specified. Similarly for normal tissues; e.g., “No more than 30% of the rectum may have a dose higher than 40 Gy.”

While dose-volume constraints are widely used in practice and thus familiar to physicians and treatment planners, they have significant disadvantages. In particular, the resulting solution feasibility space is non-convex and may result in multiple local minima¹⁵. The full solution of such dose-volume-histogram-constrained problems thus requires mixed-integer or heuristic solution techniques, which are general not as efficient as linear/quadratic methods. It is important to note, as well, that DVH constraints do not have a fundamental basis in radiobiology, in that it is unlikely that local tissue damage goes from a non-severe to a severe state (potentially contributing to a complication) as the local dose passes the stated critical dose threshold (e.g., 40 Gy in the rectum DVH example given above)¹⁶.
Romeijn et al. have previously suggested using the ‘mean tail dose’ rather than conventional dose-volume constraints\(^\text{10}\). ‘Mean tail dose’ here refers to the mean dose of either the hottest or coldest specified fractional volume. More particularly, we define $\text{MOH}_x$ and $\text{MOC}_x$ as discussed above. Thus, a constraint on $\text{MOH}_{20}$ could refer to: “the mean dose of the hottest 20% of the rectum may not be higher than 50 Gy.” Mean-tail-dose metrics can be formulated linearly, allowing for a multitude of available solvers and potentially quicker solutions. In addition, the problem is convex, allowing a global optimum to be more easily achieved.

We use mean tail dose as a driving metric to reduce dose to the rectum. We have previously statistically determined the value of $x$ which best correlates with $V_{40}$ (volume of rectum receiving more than 40 Gy dose) in a large collection of clinically archived conformal radiotherapy treatment plans\(^\text{17}\). The best correlation was for $\text{MOH}_{84}$, and hence we attempt to reduce $\text{MOH}_{84}$ to the rectum in our optimization.

15 **Prioritized optimization**

Prioritized optimization is designed to be able to reflect a physician’s priorities by separating objective functions into multiple steps. The objectives we use are outlined in Figure 1.
| step 1 | target coverage, cardinal OARs | minimize $F_1 = \sum_{\text{all voxels}} (D_j - D_{\text{pres}})^2$ and maximize $D_{\text{min}}$ for PTV | $D_{\text{max}}$ for rectum, $W_{\text{step}}$ for beam weights |
| step 2 | additional OARs | minimize MOHx for rectum | as in step 1 and $\bullet$ max value for $F_1$ for all targets $\bullet$ $D_{\text{min}}$ and $D_{\text{max}}$ for target as achieved in step 1 |
| step 3 | dose falloff | minimize $D_{\text{mean}}$ in bladder, femurs, and normal tissue | as in step 2 and $\bullet$ MOHx for rectum as achieved in step 2 |
| step 4 | smooth dose | minimize $\sum_{\text{all beams}} w_i^2$ | as in step 3 and $\bullet$ $D_{\text{mean}}$ for bladder, femurs, and normal tissue as achieved in step 3 |

Figure 1. A simplified summary of the prioritized optimization formulation for prostate as used in this paper. Target dose distribution parameters (minimum dose and dose flatness) are given priority.
The parameters used in this optimization (fixed for all cases) were:

*Beam weight upper bounds*, defined as a maximum beam weight, computed using a ratio between the maximum beam weight and the (predicted) average beam weight. The method for setting this value is discussed below.

*Quadratic PTV (planning target volume) dose slip*. After each step, the quadratic heterogeneity constraint in the PTV is slightly relaxed. This slip factor allows for that relaxation (see specific details in formulation section).

*Minimum PTV dose slip*. In order to lower the dose to normal tissues, it was found that it was useful to lower the minimum target dose between the 3rd and 4th steps of the optimization.

Note that in step 3, the normal tissue considered for the dose reduction is all voxels inside the skin that lie on a transverse slice within 1.5 cm of the target, excluding those voxels that are closer than 0.5 cm to the target (allowing for a “moat” around the target for dose falloff).

The formulation for this problem is similar to the formulation presented by Wilkins et al.\(^4\) for head and neck cases but includes some significant differences, including: the use of MOHx, min dose slip, bounding maximum beam weights, and the application to prostate cases.

\(F^1\) is the objective function for step I, minimized over all beamlet weights \(w\) (of size N). \(V_T\) is the set of voxels in the PTV. \(D_j\) represents the dose to voxel \(j\), and \(D_j^{\text{pre}}\) is the prescription dose for the PTV. \(D_i^{\text{max}}\) is the maximum dose constraint for a given structure \(i\). \(R^1\) is the set of organs at risk for step I of the optimization (for this step, this includes only the rectum).

\[
\text{Step I:}
\]

\[
\text{minimize } F^1(w) = \sum_{i \in R^1} G_i(w) + t_i^2, \tag{1}
\]
where \[ G_i(w) = |V_i|^{-1} \sum_{j \in V_i} [D_j(w) - D_{j\text{pre}}]^2, \quad \forall i \in T, \] (2)

subject to
\[ D_{j\text{pre}} - D_j(w) \leq t_i \quad \forall i \in T, j \in V_i, \] (3.a)
\[ 0.05 \leq t_i \quad \forall i \in T, \] (3.b)
\[ D_j(w) \leq D_{j\text{max}} \quad \forall i \in R^I, j \in V_i, \] (3.c)
\[ 0 \leq w_k \quad \forall k \in \{1...N\}. \] (3.d)
and
\[ w_k \leq w_{k\text{max}} \quad \forall k \in \{1...N\}. \] (3.e)

The additional variable \( t \) is a common formulation technique to maximize a minimum; in this case we minimize the maximum (one-sided) deviation from the prescription dose in the target.

‘T’ refers to the set of PTVs, each with associated prescription dose \( D_{j\text{pre}} \). Note that in this paper, we include only one PTV in each case but have left the formulation general for multiple target regions.

Note that this step maximizes \( D_{\text{min}} \) but keeps it below 95\% of the target prescription (because we do not need or expect it to be above that value).

Step II:

We denote the resulting beam weights comprising the variable vector \( w \) from step I as \( w^I \). Then let
\[ D_{i\text{min}} = \min \{D_j(w^I), j \in V_i\} \quad \forall i \in T, \]
and
\[ D_{i\text{max}} = \max \{D_j(w^I), j \in V_i\} \quad \forall i \in T. \]

Here we minimize MOH\( x \) to the critical structure of importance, in this case the rectum. We let \( w^I \) be the solution beam weights from the previous step.

minimize \[ F^I(w) = y^\alpha_i + \frac{1}{(1 - \alpha)|V_i|} \sum_{j=1}^{k_i} p_j^\alpha, \quad \forall \alpha \in A, i \in R^I, j \in V_i, \] (4)

subject to
\[ D_j(w) - z_{ji} = 0 \quad \forall i \in R^I, j \in V_i, \] (5.a)
\( p_{ji}^\alpha \geq 0 \) \quad \forall \alpha \in A_i, \ i \in R^\Pi, \ j \in V_i, \quad (5.b)

\[ p_{ji}^\alpha - z_{ji} + y_{ji}^\alpha \geq 0 \] \quad \forall \alpha \in A_i, \ i \in R^\Pi, \ j \in V_i, \quad (5.c)

\[ z_{ji} \geq 0 \] \quad \forall \ i \in R^\Pi, \ j \in V_i, \quad (5.d)

\[ D_j(w) \leq D_j^{\max} \] \quad \forall \ i \in R^I, \ j \in V_i, \quad (6.a)

\[ G_i(w) \leq (1+s) G_i(w^I) \] \quad \forall \ i \in T, \quad (6.b)

\[ D_i^{\max} \leq D_i(w) \leq D_i^{\max} \] \quad \forall \ i \in T, \ j \in V_i, \quad (6.c)

\[ 0 \leq w_k \] \quad \forall \ k \in \{1...N\}, \quad (6.d)

and

\[ w_k \leq w^{\max} \] \quad \forall \ k \in \{1...N\}. \quad (6.e)

A_i is a set comprised of the x values for the MOHx metric(s) that we would like to minimize for each structure in \( R^\Pi \). Equations 4 and 5.a through 5.d are based on the linear formulation of mean tail dose by Romeijn et al. The artificial variables \( p, z, \) and \( y \) are used to assist in the linear formulation of MOHx.

Note that one MOHx objective adds \(|v_i| + |A_i| \cdot |v_i| + 1| \) variables and \(|v_i| + |A_i| \cdot |v_i| \) constraints to the problem formulation. This adds significantly to the size of the problem.

Equations 6.a through 6.e are constraints that maintain the solution from the previous step. Note the slip factor \( s \) in the quadratic dose deviation in equation 6.b., which is a small common scalar with a typical value between 0 and 3.

Step III:

The value obtained for MOHx in each structure in \( R^\Pi \) in step II is turned into a constraint for step III.

\( M_i^{\max} \) is defined as MOHx for structure \( i \) \quad \forall \alpha \in A_i, \ i \in R^\Pi

Here, we reduce the mean dose to the normal structures of secondary importance, \( R^\Pi \). We let \( w^\Pi \) be the solution for the beamlet weights \( w \) as achieved in step II.
We define mean dose as:
\[ \langle D(w) \rangle_i = |V_i|^{-1} \sum_{j \in V_i} D_j(w) \]

We formulate step III as the following:

\[
\begin{align*}
\text{minimize } F^{\text{III}}(w) &= \sum_{i \in \mathbb{R}^\text{III}} \langle D(w) \rangle_i, \\
\text{subject to } &D_j(w) \leq D_i^{\text{max}} \quad \forall i \in \mathbb{R}^1, j \in V_i, \\
&G_i(w) \leq (1+s)^2 G_i(w) \quad \forall i \in T, \\
&D_i^{\text{min}} \leq D_j(w) \leq D_i^{\text{max}} \quad \forall i \in T, j \in V_i,
\end{align*}
\]

Equations 9.a through 9.e represent the MOH constraints as achieved in step II. Note that in this step, the quadratic PTV dose slip is reduced by squaring the \((1-s)\) term in equation 8.b.

Step IV:

In step IV we minimize the sum of the square of all beam weights, smoothing the fluence map and reducing high dose regions.

In this step of the optimization, we hold the value of the mean doses we achieved in step III as constraints. We also allow the PTV minimum dose to degrade a bit (determined by the minimum PTV dose slip value, which generally can be between 0 and 5%).
minimize $F^{IV}(w) = \sum_{k=1}^{N} w_k^2$, \hspace{1cm} (4)

subject to $D_i(w) \leq D_i^{max}$ \hspace{1cm} \forall \; i \in R^I, j \in V_i, \hspace{1cm} (5.a)$

$G_i(w) \leq (1+s)^3 G_i(w^3)$ \hspace{1cm} \forall \; i \in T, \hspace{1cm} (12.b)$

$D_i^{min} (1-s_2) \leq D_i(w) \leq D_i^{max}$ \hspace{1cm} \forall \; i \in T, j \in V_i, \hspace{1cm} (12.c)$

$y_i^\alpha + \frac{1}{(1-\alpha)|V_i|} \sum_{j=1}^{k|} p_{ji}^\alpha \leq M_{\alpha \omega}^{max}$, \hspace{1cm} \forall \; \alpha \in A_i, i \in R^{II}, j \in V_i, \hspace{1cm} (13.a)$

$D_i(w) - z_{ji} = 0$ \hspace{1cm} \forall \; i \in R^{II}, j \in V_i, \hspace{1cm} (13.b)$

$p_{ji}^\alpha \geq 0$ \hspace{1cm} \forall \; \alpha \in A_i, i \in R^{II}, j \in V_i, \hspace{1cm} (13.c)$

$p_{ji}^\alpha - z_{ji} + y_i^\alpha \geq 0$ \hspace{1cm} \forall \; \alpha \in A_i, i \in R^{II}, j \in V_i, \hspace{1cm} (13.d)$

$z_{ji} \geq 0$ \hspace{1cm} \forall \; i \in R^{II}, j \in V_i, \hspace{1cm} (13.e)$

$\langle D(w) \rangle_i \leq \langle D(w^{III}) \rangle_i$ \hspace{1cm} \forall \; i \in R^{III}, \hspace{1cm} (14)$

$0 \leq w_k \leq w_k^{\alpha \omega}$ \hspace{1cm} \forall \; k \in \{1...N\}, \hspace{1cm} (15.a)$

and

The quadratic PTV dose slip has once again been reduced in this step by increasing the exponent to 3 (eq. 12.b). Another slip factor has been introduced in 12.c, allowing the minimum PTV dose to slip. We also have a new constraint on the mean doses to the structures in step III (eq. 14).

Note that in each step of the formulation which has multiple objectives, there are potential weighting factors. We have kept these weighting factors to a value of 1, implying equal importance. While these could be modified, the use of unit weighting factors signifies the lack of priority of any particular objective function term used at the same level of prioritized optimization. Such a lack of tradeoff preference, when present, is precisely the justification for combining objective function terms at the same level of priority.

**Parameter selection**

There are a few unavoidable adjustable parameters used in the optimization. However, we were able to select one well-performing set of parameters for all plans.
Termination criteria. Of course it is desirable to achieve an optimal solution in each step before moving onto the next. Thus, objective function termination criteria is important. This value was officially tested first, while using values for the other parameters that were determined subjectively from experience. A value of 1e-4 was found to allow the solver to typically, though not always, find optimal solutions at each step. The maximum number of iterations was set to 1000, resulting in each step of the optimization taking approximately 5 minutes on average (2.5 GHz AMD Athlon 64-bit CPUs).

Plans 3, 6, and 9 terminated optimally at all steps. All other plans had at least one step that did not terminate optimally (plans 1, 4, 7, 8: step 4; plan 5: step 2; plan 10: steps 2, 3; plan 2: steps 2, 3, 4). Nevertheless, as shown in Figure 6 and Table I, the dose distributions are of high quality even in cases when optimal termination was not reached.

Beam weight upper bounds. We found that applying an upper bound to all beam weights (as suggested by Shepard et al.) effectively reduced the possibility of hot-spots away from the target region without degrading target dose distribution quality. To determine this maximum beam weight, we fixed the other parameters at subjectively reasonable values (quadratic slip of 1, min target dose slip of 3%) and looked at a sample case with maximum beam weight ratios (defined as the ratio of maximum beam weight to a beam weight which would deliver the prescription dose if applied to all beams uniformly) of 1, 1.5, 2, 2.5, 3, and 100. Using a value of 1.5 kept hotspots outside the target from getting unreasonably large (larger than about half the target dose), while not restricting the target dosage from achieving excellent target coverage. The corresponding absolute beam weight 1.5 was used for the remaining studies and was found to work well.

Quadratic and minimum PTV dose slip. Having investigated and fixed the above parameters of the optimization, sensitivity to the precise slip factors for the heterogeneity and minimum PTV dose was studied, as further discussed below.

Results

Representative example
Using the tuned optimization parameters, we ran the optimization on all ten cases. The results of a sample case (number 5 out of 10) is examined in more detail in Figures 2 and 3. Note that this case was selected to demonstrate results simply because it has the median value of all ten plans for maximum dose far from the target (outside a 3 cm 3D range around the target).

The mean of the discrete squared Laplacian filter (which approximates the second derivative) for all the beamlets was 99.6, 120.6, 122.2, and 76.4 for steps 1 through 4, respectively. This shows that the fourth step, which minimizes the sum of the squared beam weights, significantly smooths beam weights. This is significant because the resulting dose distribution is then more easily (and potentially more accurately) delivered, in fewer beam segments.

**Cohort summary**

Using a quadratic PTV dose slip of 1.0 and a minimum PTV dose slip of 1.5%, results were obtained which are summarized in Figure 6 and Table 1.
Figure 2. Two different transverse slices of a sample case (number 5), showing the dose distribution resulting after using prioritized optimization. PTV: tan, rectum: maroon, left femur: light blue, right femur: pink, bladder: orange.
Figure 3. Maximum dose projections for case 5. The maximum dose for all slices cumulatively, projected in the transverse, coronal, and sagittal planes. This display demonstrates the lack of unwanted hot-spots away from the target, and corresponding good falloff in all directions away from the target. We found this display (a tool within CERR) to be very useful in capturing plan quality in an approximate yet easily digested fashion.
Fig. 4. Dose volume histograms after each step of the optimization, for case 5. Note that “Normal Tissues” refers to the area outside of a 0.5 cm 3D region around the PTV, inside of the skin, and within 1.5 cm above and below the PTV. It is easy to see that the rectum is optimized on in step 2, whereas the femurs and bladder are introduced in step 3. Although there is some degradation in the target DVH, it is small.
Fig. 5. Fluence maps resulting from prioritized optimization for case 5 (arbitrary units). Note how the fields become more limited in Steps 2 and later as critical tissue avoidance is explicitly incorporated.
Figure 6. Transverse slices through each PTV center-of-mass slice, showing the final dose distribution after prioritized optimization on all ten cases. Plans were optimized using a quadratic PTV dose slip of 1.0 Gy, and a minimum PTV dose slip of 1.5%. PTV: dark blue; rectum: purple; bladder: light blue; left femur: orange; right femur: tan.
<table>
<thead>
<tr>
<th>Plan</th>
<th>D95 to PTV</th>
<th>Min dose to PTV</th>
<th>Standard deviation of PTV dose</th>
<th>Max dose to normal tissues*</th>
<th>Max dose to outer normal tissues**</th>
<th>MOH84 to rectum</th>
<th>V40 to rectum (in %)</th>
<th>Mean dose to bladder</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>67.7</td>
<td>67.6</td>
<td>0.90</td>
<td>68.6</td>
<td>44.1</td>
<td>42.6</td>
<td>44.4</td>
<td>48.6</td>
</tr>
<tr>
<td>2</td>
<td>67.7</td>
<td>67.4</td>
<td>0.94</td>
<td>73.2</td>
<td>51.1</td>
<td>54.6</td>
<td>67.4</td>
<td>52.7</td>
</tr>
<tr>
<td>3</td>
<td>66.5</td>
<td>65.5</td>
<td>1.38</td>
<td>67.6</td>
<td>55.3</td>
<td>33.5</td>
<td>29.6</td>
<td>26.5</td>
</tr>
<tr>
<td>4</td>
<td>67.7</td>
<td>67.5</td>
<td>0.96</td>
<td>69.1</td>
<td>53.1</td>
<td>48.2</td>
<td>52.1</td>
<td>53.3</td>
</tr>
<tr>
<td>5</td>
<td>67.8</td>
<td>67.5</td>
<td>0.88</td>
<td>68.7</td>
<td>57.8</td>
<td>30.3</td>
<td>31.0</td>
<td>25.0</td>
</tr>
<tr>
<td>6</td>
<td>67.8</td>
<td>67.3</td>
<td>0.92</td>
<td>71.2</td>
<td>59.4</td>
<td>26.9</td>
<td>27.7</td>
<td>25.8</td>
</tr>
<tr>
<td>7</td>
<td>67.8</td>
<td>67.7</td>
<td>0.98</td>
<td>68.6</td>
<td>52.7</td>
<td>43.0</td>
<td>45.0</td>
<td>42.3</td>
</tr>
<tr>
<td>8</td>
<td>67.8</td>
<td>67.7</td>
<td>0.89</td>
<td>70.3</td>
<td>57.7</td>
<td>46.6</td>
<td>51.3</td>
<td>11.8</td>
</tr>
<tr>
<td>9</td>
<td>66.6</td>
<td>65.7</td>
<td>1.30</td>
<td>66.5</td>
<td>54.7</td>
<td>43.6</td>
<td>43.6</td>
<td>39.5</td>
</tr>
<tr>
<td>10</td>
<td>67.7</td>
<td>67.2</td>
<td>0.93</td>
<td>69.3</td>
<td>55.0</td>
<td>38.1</td>
<td>35.0</td>
<td>39.0</td>
</tr>
</tbody>
</table>

*outside of a 0.5 cm range around target

**outside of a 3.0 cm range around target

Table I. Summary metrics for resulting dose distributions on all ten plans after prioritized optimization using the same slip parameters. Units are Gy except for V40 (in % volume). Performance metrics tend to be very similar, with the exception of plan 2, which appeared to be a lower quality solution (perhaps due to lack of solution optimality).
Table 1 shows a summary of the different metrics for each case studied. Note that all plans seem to have similar quality, with the exception of plan 2, which has similar PTV quality but lower quality with respect to the normal tissues. Note, however, that plan 2 did not terminate optimally on any step after the first step. Also, plan 6 appears to do significantly better on the rectum and bladder than the others but these structures had a larger volume compared to the typical cases, which helped reduced the associated dose metrics.

**Optimization run times**

On average, the optimization (including all four steps) takes 20 minutes. The shortest time was 3 minutes (plan 3) and the longest time was 58 minutes (plan 2). Note that plan 2 exhausted the maximum number of iterations permitted for three of four steps.

**Sensitivity to slip values**

We carried out several studies designed to document the effect of slip values, and whether target dosimetric tradeoffs were worthwhile, what slip values appeared to be most useful, and how reproducible the effects of slip were.

It is desirable for slip values to yield acceptable PTV minimum doses and target dose homogeneity while reducing as much as possible the dose metrics in the normal structures. In particular, we want slip values which return the “biggest bang for the buck,” allowing the PTV dose distribution to suffer a small amount in exchange for a relatively large gain in lowering dose to normal structures.

Figure 6 shows that slip in the quadratic PTV value does indeed decrease the PTV D95 value, though only by a modest amount (which is apparently manifest near the edge of the PTV). A 1 Gy quadratic slip yields, on average a 2 Gy reduction in D95.

From Figure 7, it is apparent that minimum PTV dose slip makes very little difference in the MOH84 to the rectum. In contrast, increased quadratic PTV dose slip either leads to a significant
decrease in MOH84 or makes very little difference for others; the effect is plan-specific. The clear trend for the average values is seen in Figure 8. Similar results are seen in Figure 9 as a function of V40.

The plot lines for V40 and MOH84 (Figs. 8 and 9) both have a similar shape, further confirming that MOH84 and V40 seem to be correlated.

The dependence of bladder mean dose on slip is seen in Figure 10. There, in contrast to rectum results, bladder mean dose did depend on minimum PTV slip, when the quadratic PTV slip was large (larger minimum dose slip allowed reduced bladder mean dose).

As shown in Figure 11, maximum doses to normal tissue away from the target edge decreased as quadratic PTV slip increased (except in the case of zero allowed minimum dose slip).

In light of these results, we settled on a quadratic PTV dose slip value of 1.0 Gy and a minimum PTV dose slip of 1.5% as being reasonable, though imperfect operating points.
Figure 6. Average value (over ten plans) of D95 to PTV after running prioritized prescription optimization with various slip values.
Figure 7. MOH84 to rectum (for all ten plans) after running prioritized prescription optimization with various slip values.
Figure 8. Average value (over ten plans) of MOH84 to rectum after running prioritized prescription optimization with various slip values. The results depend very little on the minimum PTV dose slip value.
Figure 9. Average value (over ten plans) of V40 to rectum after running prioritized prescription optimization with various slip values. The results correlate closely with MOH84 (in Figure 8), as expected.
Figure 10. Average value (over ten plans) of mean dose to bladder after running prioritized prescription optimization with various quadratic PTV slip values. Note the divergence with respect to minimum PTV dose slip values for higher quadratic PTV slip values.
Fig. 11. Average value (over ten plans) of maximum dose to normal tissues far from the PTV (outside of a 3 cm 3D region around PTV, within 1.5 cm above and below PTV) after running prioritized prescription optimization with various slip values.
Discussion and Conclusion

We have demonstrated the application of hierarchical goal programming applied to prostate IMRT planning, dubbed ‘prioritized prescription optimization.’ This was combined with the use of the MOHx (mean-of-hottest x%) objective function for rectal doses to provide for an overall linear/quadratic problem statement.

Formulated in this way, prioritized prescription optimization has several advantages over the traditional method of creating a linearly weighted multi-term objective function, in particular: (1) the physician/planner can enforce more definite choices in how tradeoffs are to be managed prior to treatment planning, (2) the process (once the ‘slip’ factors were determined) is automated, thus freeing the planner to concentrate on final plan evaluation or other important clinical work, (3) objectives which are important, such as beam weight smoothness, but not as important as say, minimum target dose, can be included in later steps without significantly degrading more important objectives, and (4) because normal tissue dosimetric goals are introduced as objective functions (rather than the more conventional method of introducing them as constraints to be met), the planning system attempts to reduce doses to normal tissue structures well as possible without adversely affecting more important goals.

Our motivation to investigate mean-tail-dose objective functions (MOHx or MOCx), as suggested by the Romeijn et al.11, is two-fold: MOHx has a plausible radiobiological interpretation while at the same time being linear and hence computationally attractive. Complication endpoints which are primarily thought to be due to localized ulcerative lesions may be related to the question of whether a large-enough volume or tissue area has been given a large-enough dose. The mean-dose-of-the-hottest x% of a given organ or tissue (x could either be in % or in absolute units of area or volume) thus appears to be a closely related quantity17. In comparison, more conventional dose volume constraints (‘No more than x fractional volume receiving more than y dose’) are also related to this question, but make a more definite, probably unjustifiable, distinction between doses below and above the critical value (y). Moreover, dose-volume constraints introduce non-convex feasibility spaces into the optimization problem, potentially creating multiple local minima and associated issues in solver accuracy and run-time efficiency15. MOHx may be particularly well-suited as an application to reducing the risk of late rectal bleeding, as there is literature
related to the probability of bleeding if the volume (area) receiving a large (> 30 cm² receiving more than 60 Gy^{18}). The use of mean dose rather than a strict cutoff is consistent with the lack of precise data on this point. In the future, we expect some outcomes studies to be analyzed directly using MOHx (for normal tissues) or MOCx (for tumor response).

The use of mean-tail-dose objective functions does require that the problem size be increased, as discussed by Romeijn et al. For our cases, the problem size increases by approximately 5000 new variables and 5000 new constraints. This was feasible in our case partly because we used a large memory machine (16 GB RAM), and partly because we used somewhat large beamlets (1 cm x 1 cm). One potential strategy for reducing this computational burden is to reduce the spatial sampling for points used to compute MOHx, as suggested by Romeijn et al.^{11}.

Despite using only linear and quadratic objective functions and constraints, we were able to formulate and use outcomes-relevant goals such as MOH84 for the rectum. Using these objective functions, planning time was 20 min on average on a 2.5 GHz CPU (AMD 64-bit Athlon). Hence, in our view, the use of linear/quadratic objective functions was a success, with the qualification that some plan iterations did not reach optimal termination.

We found that a good strategy for reducing the possibility of hotspots outside the target in addition to reducing large variations in fluence maps is to impose a well-chosen upper limit on the beamlet intensity. Because individual beamlet intensities could be no more than about 1.5 times what would be required to give a uniform prescription dose to the target from all beams, and there are 7 beams, individual beamlets are never hot enough to create undesirable hot-spots far from the target (see Table I). Moreover, this relatively low level of modulation makes the fluence maps more deliverable. We tested other maximum beamlet bounds and found little degradation on dose from this selection. In fact, the same absolute bound was used and found to be effective for all ten cases.

A key imperfection of the current technique is clearly the need to use ‘slip’ factors. As previously noted by others, hierarchical optimization has the disadvantage that it enforces absolute priorities even when the user could potentially ‘give a little to get a lot’ in trading a small relaxation of a higher priority goal for a large improvement in a lower priority goal. We found here, as in the head and neck IMRT study by Wilkens et al.^{4}, that in some cases, a small slip in the target dose distribution objective function (especially dose homogeneity) could significantly improve
lower priority objective function performance. This was systematized through the use of slip factors. We find here, as for the head and neck IMRT study, that a well-performing set of slip factors can be set for all treatment plans. Thus, slip factors are not factors which need to be tuned by the user of the algorithms, but are rather tuned once-and-for-all.

Despite this, it would nevertheless be desirable to be able to control the tradeoff automatically, so that in cases where little is gained by adding slip (below some threshold), no slip is applied. This is currently a topic of active research in our group.

In summary, we believe that prioritized prescription treatment planning, with some modifications to allow for small but significant tradeoffs between priority levels, combined with linear/quadratic objective functions, provides a powerful, efficient, and relatively automatic tool for IMRT treatment planning for prostate cancer. We conclude that, in principle, IMRTP can be a relatively ‘hands-off’ background process, once the planning problem has been defined. In our view, further testing and refinement of the method for potential clinical use is warranted.
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