1. ERRATA

- In the section 5.1, Baselines and experimental setting, of the main paper, I wrote that "We set the k of SortPooling such that 60% graphs have nodes more than k", which should be "... such that 60% graphs have nodes less than k.". So is the the section 5.2, Baselines and experimental setting, "we set the k of SortPooling such that 90% graphs have nodes more than k" should be changed to "we set the k of SortPooling such that 90% graphs have nodes less than k".

2. CONNECTION WITH SPECTRAL GRAPH CONVOLUTION

The proposed graph convolution model in this paper also has a spectral formulation. A spectral convolution of a filter \( g_\theta (\Lambda) \) with a graph signal \( x \in \mathbb{R}^n \) is defined as:

\[
 g_\theta (\Lambda) * x = U g_\theta (\Lambda) U^\top x,
\]

(S1)

where \( U \) is the matrix of eigenvectors of the graph's normalized Laplacian \( L = U \Lambda U^\top \), \( \Lambda = \text{diag}(\lambda_0, \lambda_1, \ldots, \lambda_{n-1}) \) is the diagonal eigenvalue matrix of \( L \). According to [1], \( U^\top x \) is defined as the graph Fourier transform of \( x \) to the frequency modes \( \lambda_0, \ldots, \lambda_{n-1} \) by a set of orthonormal eigenvectors in \( U \). Thus, (S1) can be understood as first transforming \( x \) into the spectral domain by \( U^\top x \), and then applying a filter \( g_\theta \) on the frequency modes, followed by an inverse Fourier transform by left multiplying \( U \). The symmetrically normalized graph Laplacian \( \mathbf{L} = \mathbf{I} - D^{-\frac{1}{2}} \mathbf{A} D^{-\frac{1}{2}} \) is conventionally used, where \( \mathbf{A} \) is the adjacency matrix and \( \mathbf{D} \) is the degree matrix of the graph.

Since a diagonal filter \( g_\theta = \text{diag}(\theta) \) whose parameters are all free has \( O(n) \) complexity which is the size of the entire graph, and is not spatially localized, there are various approximations to (S1) by reducing the number of parameters and restricting the convolution to be spatially localized [2–4]. [4] proposed a renormalization trick defined as follows:

\[
 g_\theta * x := D^{-\frac{1}{2}} \mathbf{A} D^{-\frac{1}{2}} x W,
\]

(S2)

where \( X \in \mathbb{R}^{n \times c} \) generalizes \( x \) to multiple channels, \( W \in \mathbb{R}^{c \times c} \), \( \hat{A} = A + I \), and \( \hat{D} \) have the same definitions as before. (S2) is shown to be a first-order approximation of the polynomially parameterized spectral graph convolution [1]. In (S2), filters are localized to be within nodes' 1-hop neighbors. In addition, it has only one parameter to learn for each input channel, output channel pair, largely reducing the number of parameters. It is shown that stacking multiple such first-order approximations outperforms the original polynomial version on a node classification task.

Our proposed graph convolution is similar to (S2) except for using a random-walk normalized propagation model instead of the symmetrical one. Recall that \( \mathbf{D}^{-\frac{1}{2}} \mathbf{A} \) is exactly the transition matrix of a random walk on the self-loop-included graph. In fact, we can show that (S1) is also a first-order approximation of the polynomially parameterized spectral graph convolution, given that we generalize graph Fourier transform to the random-walk normalized Laplacian \( \mathbf{L}^{rw} = \mathbf{I} - \mathbf{D}^{-\frac{1}{2}} \mathbf{A} \). Note that, however, the generalized graph Fourier basis is no longer orthogonal due to the nonsymmetric Laplacian matrix.

To show the differences between our graph convolution model and (S2), We define \( Y := X W \), and write down the feature vector of vertex \( i \) after the two graph convolution models, respectively. The output of our proposed graph convolution model is

\[
 Z_i = f \left( \frac{1}{D_i} (Y_i + \sum_{j \in \Gamma(i)} Y_j) \right),
\]

(S3)

while the output of (S2) is

\[
 Z_i = f \left( \frac{1}{D_i} Y_i + \sum_{j \in \Gamma(i)} \frac{1}{\sqrt{D_i D_j}} Y_j \right).
\]

(S4)

As we can see, the random walk normalized propagation model (S3) has the following property: if \( i \) and \( i' \) have the same continuous vector color \( Y_i = Y_{i'} \) and their neighbor colors \( \{Y_j \mid j \in \Gamma(i)\} \) and \( \{Y_{j'} \mid j' \in \Gamma(i')\} \) match each other, then \( Z_i = Z_{i'} \) after propagation. The key is that if \( i \) and \( i' \) have the same multiset of neighboring colors, they must have the same degree (\( D_i = D_{i'} \)) too. Therefore, it exactly maps identical subtrees to identical colors, matching the behavior of WL.

On the other hand, the symmetrically normalized propagation model (S4) does not hold this property. This is because of the additional term \( D_i \) inside the summation, which requires not only \( Y_i \) being matched, but also their degrees being equal in both multisets. Thus the new colors \( Z_i \) and \( Z_{i'} \) may be different after propagation even if they have identical rooted subtrees. This means that our graph convolution (S3) is a closer approximation to WL than (S4). Despite being a theoretically closer approximation, we empirically found (S3) and (S4) have similar performance, and chose (S3) as the default graph convolution model in DGCNN.

3. TRAINING THROUGH BACKPROPAGATION

The whole network can be trained efficiently through backpropagation. Let \( L \) denote the loss of a graph sample. It is standard to compute the gradients of \( L \) w.r.t. the traditional layers' parameters and inputs. Here we show how to do it for graph convolution and SortPooling layers.

Let \( \mathbf{P} \in \{0, 1\}^{k \times n} \) and \( Z^{PP} \in \mathbb{R}^{k \times \sum_{i \in \Gamma(i)}} \) be the permutation matrix and output, respectively in the forward propagation of SortPooling, where \( \mathbf{P}_{ij} = 1 \) if the \( j^{th} \) row of \( Z^{i} \) is ranked \( j^{th} \) in \( Z^{PP} \) and 0 otherwise. We have

\[
 Z^{PP} = \mathbf{P} Z^{i}, \quad \frac{\partial L}{\partial Z^{i}} = \mathbf{P}^\top \frac{\partial L}{\partial Z^{PP}}, \quad (S5)
\]
We used three social network datasets. COLLAB is a scientific collaboration dataset where ego-networks are generated for researchers. We can see that using summed node features have consistently higher training and validation loss than SortPooling, meaning that it is much more difficult for summing to fit the data than for sorting. By summing, individual vertex features are averaged out instead of keeping track of their unique characteristics. Interestingly, we find that the validation curve of SortPooling is lower than that of using the precomputed WL orders. This meets our expectation since SortPooling is designed to use the continuous WL colors for sorting. In the third experiment, we replaced SortPooling with the summed node features as the input to the traditional layers. In the fourth experiment, we turned on SortPooling, but did not update the weights of the previous graph convolution layers (the weights are fixed all-one matrices).

In order to understand SortPooling and graph convolutions deeper, we conducted four supplementary experiments on MUTAG and four on MUTAG and COLLAB. We manually tuned the two hyperparameters, learning rate and number of training epochs, for each dataset. We did not tune hyperparameters independently for all 10 series cross validation experiments, but used one random split of training (90%) and validation (10%) data to select one pair of hyperparameters for each dataset to use consistently in all 10 series of cross validations. Concretely, the learning rates are selected from \{0.01, 0.001, 0.0001, 0.00001\}. The numbers of training epochs are selected from \{100, 200, 300, 400, 500\}. The combination which both shows convergence of optimization and small overfitting is selected. The adopted hyperparameters for each dataset are shown in Table S1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MUTAG</th>
<th>PTC</th>
<th>NCI1</th>
<th>PROTEINS</th>
<th>D&amp;D</th>
<th>COLLAB</th>
<th>IMDB-B</th>
<th>IMDB-M</th>
</tr>
</thead>
<tbody>
<tr>
<td>learning rate</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.00001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td># training epochs</td>
<td>300</td>
<td>200</td>
<td>200</td>
<td>100</td>
<td>200</td>
<td>300</td>
<td>300</td>
<td>500</td>
</tr>
</tbody>
</table>

C. Supplementary experiments to test the effect of SortPooling

In order to understand SortPooling and graph convolutions deeper, we conducted four supplementary experiments on MUTAG and compared their performance. In the first experiment, we turned off SortPooling and fed graphs into DGCNN with random vertex orders. In the second experiment, we turned off SortPooling, and fed into DGCNN graphs with vertex orders calculated by the Weisfeiler-Lehman algorithm in a preprocessing step. In the third experiment, we replaced SortPooling with the summed node features as the input to the traditional layers. In the fourth experiment, we turned on SortPooling, but did not update the weights of the previous graph convolution layers (the weights are fixed all-one matrices).

We show the training curves of the four experiments compared to using the original SortPooling in Figure S1. As we can see, the validation loss curve of using the original SortPooling is always lower than those without SortPooling. In the first experiment, we can see that using random vertex orders resulted in easily overfitting the training data. This is because training and validation graphs are fed into neural networks without a consistent vertex order. In the second experiment, the training curve of SortPooling coincides well with that of using precomputed WL orders. This meets our expectation since SortPooling is designed to use the continuous WL colors for sorting. Interestingly, we find that the validation curve of SortPooling is lower than that of using the precomputed WL orders. This is because SortPooling has an additional regularization effect by dynamically sorting vertices. By dynamically sorting vertices during training, vertices are less sensitive to the precomputed fixed orders, which leads to a lower risk of overfitting. In the third experiment, we can see that using summed node features have consistently higher training and validation loss than SortPooling, meaning that it is much more difficult for summing to fit the data than for sorting. By summing, individual vertex features are averaged out instead
Fig. S1. Training curves of SortPooling compared with 1) random order, 2) precomputed WL order, 3) summed node features, and 4) fixed weights.

Table S2. Accuracy results on MUTAG for the supplementary experiments.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random order</td>
<td>78.72±3.04</td>
</tr>
<tr>
<td>Precomputed WL order</td>
<td>82.56±2.71</td>
</tr>
<tr>
<td>Summed node features</td>
<td>78.50±2.43</td>
</tr>
<tr>
<td>Fixed weights</td>
<td>82.50±2.74</td>
</tr>
<tr>
<td>SortPooling</td>
<td>85.83±1.66</td>
</tr>
</tbody>
</table>

of being kept, leading to a great loss of information. We used the fourth experiment to verify the usefulness of training the graph convolution parameters. As we can see, the inclusion of trainable graph convolution parameters leads to better expressing ability.

With the same experimental settings as the main paper, we further conducted 10 times 10-fold cross validations to test their performance. The accuracies and standard deviations are shown in Table S2. As we can see, using random vertex orders or summed node features have much lower accuracies than other networks. Compared to precomputed WL orders, the network with SortPooling increases the accuracy by 3%. Compared to using fixed weights in graph convolutions, SortPooling which backpropagates loss gradients and updates weights also shows about 3% accuracy improvement.
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