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In the article, we explore the feasibility of monitoring outpatients using Fitbit Charge HR wristbands and the potential of machine learning models to predict clinical deterioration (readmissions and death) among outpatients discharged from the hospital. We developed and piloted a data collection system in a clinical study that involved 25 heart failure patients recently discharged. The results demonstrated the feasibility of continuously monitoring outpatients using wristbands. We observed high levels of patient compliance in wearing the wristbands regularly and satisfactory yield, latency, and reliability of data collection from the wristbands to a cloud-based database. Finally, we explored a set of machine learning models to predict deterioration based on the Fitbit data. Through fivefold cross-validation, $K$ nearest neighbor achieved the highest accuracy of 0.8667 for identifying patients at risk of deterioration using the data collected from the beginning of the monitoring. Machine learning models based on multimodal data (step, sleep, and heart rate) significantly outperformed the traditional clinical approach based on LACE index. Moreover, our proposed Weighted Samples One-Class SVM model with estimated confidence can reach high accuracy (0.9635) for predicting the deterioration using data collected within a sliding window, which indicates the potential for allowing timely intervention.
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1 INTRODUCTION

Hospital readmissions occur often and are difficult to predict. Many hospitals have dedicated resources to identify patients at risk for readmission and to prevent such readmissions [26]. Heart failure is the most common principal hospital discharge diagnosis among Medicare beneficiaries and is among the most expensive conditions billed to Medicare [3]. Readmission rates following discharge for heart failure are high, with approximately 25% of patients being readmitted within 30 days. However, only about 35% of these patients are readmitted for heart failure [12], and efforts to prevent these readmissions, most of which have focused on the condition causing the index admission, have met with variable and incomplete success [47]. It is difficult to accurately diagnose heart failure in time [27]. In the medical field, clinicians use the standardized LACE index\(^1\) [37] (calculated based on length of hospital stay, acuity of admission, comorbidity index, and number of emergency department visits) to evaluate the risk of readmission or death after discharge. The problems of frequent readmission and hard-to-detect deterioration in patients with heart failure, along with the healthcare costs associated with these readmissions, suggest the need for continuously monitoring and early warning strategies that call attention to patients who are in need of intervention to prevent clinical deterioration and consequent need for emergency department visits or hospital readmission.

While wearable devices have become accessible for the general population, to date, few clinical studies have assessed their potential role in patient care [4, 7, 39]. The increasing accessibility and improving quality of wearable devices are poised to incur an evolution in medical research by allowing clinicians to collect everyday health data in a cheap and friendly way. Studies showed that Fitbit worked well in activity-related monitoring and data collection [8]. Wearable devices can achieve high accuracy in steps measurement. An earlier study found that Fitbit Flex wristbands had an accuracy of 0.996 when measuring straight indoor walking [22]. Wearable devices also showed their accuracy in measuring everyday heart rate with errors ranging from 1.8% to 5.5% [34]. Due to their attractive designs, easy-to-use characteristics, and accuracy, wearable fitness devices are promising devices for monitoring outpatients.

In this article, we explore the potential of wearables to monitor clinical deterioration among outpatients. Specifically, we aim to predict clinical deterioration defined as a composite outcome of either readmission or death among patients discharged from a hospital. We first developed a cloud-based database system to collect multimodal data from outpatients using Fitbit Charge HR wristbands. The system can passively collect everyday health data including step counts, heart rates, and sleep duration and quality. We then conducted a clinical study to monitor 25 heart failure patients recently discharged from Barnes-Jewish Hospital, a major research hospital in St. Louis. We assessed the feasibility of collecting multimodal data from outpatients using wearables by analyzing the data yield, reliability, and user compliance of our data collection system based on wristbands. Finally, we demonstrated the potential of applying machine learning to predict clinical deterioration among outpatients. Specifically, we explore two use cases of predicting clinical deterioration among outpatients: (1) Deterioration Early Warning (DEW), which continuously predicts upcoming deterioration using recent data collected in a sliding time window, and (2) Deterioration Risk Prediction (DRP), which identifies patients at risk of deterioration using data collected from the beginning of monitoring. The prediction results could allow early or just-in-time intervention, such as contacting the patients to check up on their health condition or delivering medical services if necessary.

While wearables have been studied in various contexts, the significance of this work lies in the exploration of wearable sensing and learning approaches in a clinical study with heart failure patients, a patient population that is particularly vulnerable to readmissions and in need of new monitoring capabilities in everyday settings. Specifically, the main contributions of our study are twofold.

\(^1\)The LACE index is used to calculate the risk of readmission or death within 30 days. It includes four parameters: “L” represents length of stay, “A” represents the acuity of the admission, “C” represents comorbidities, and “E” represents the number of emergency department visits within the last 6 months.
First, our experience in the clinical study demonstrated the feasibility of collecting multimodal data from outpatients using wearables. In the study, our system collected more than 80% of per-minute step data from 92% of the patients. While the yield of heart rate data was lower, the median gap in heart rate data was only 4 minutes. The results suggest that most of these patients were compliant with the study protocol and wore the wristband regularly. Furthermore, the cloud-based database collected 73% of the data within an hour, which potentially allowed timely intervention.

Second, we explored the potential to predict clinical deterioration among outpatients based on multimodal data collected using wearables. For DEW, we propose Weighted Samples One-Class SVM (WOCSVM) with confidence score on classification outcome, which extends One-Class SVM by assigning weights to samples. The performance of WOCSVM (with accuracy of 0.9635) suggests the feasibility of predicting clinical deterioration ahead of time. The associated confidence score gives clinicians supportive details on assessing the predicting outcomes. For DRP, the evaluation of a set of predictive models shows that the K nearest neighbor model achieved significantly higher accuracy (0.8667) than the traditional method based on the LACE index (0.7826). Furthermore, combining multiple sensing modalities (step, heart rate, and sleep) effectively improved predictive accuracy when compared to models based on a single modality, which suggests the significance of incorporating multiple modalities for training predictive models.

2 RELATED WORK

There has been significant interest in predicting clinical deterioration. Based on the sources of data used to perform the prediction, studies in this area can be categorized as prediction using clinical data collected within the hospital and that based on data collected by wearable devices.

Clinicians traditionally relied on scores derived from inpatient data [10, 13, 23, 24, 31, 37, 41] or patient mobility [16, 36]. In particular, the LACE index has been widely adopted to predict readmission. The LACE index is manually calculated at the time of discharge to predict the risk of readmission of both medical and surgical patients after hospital discharge [41]. However, the LACE index has variable performance for different use cases. Robinson and Hudali [31] showed that the LACE index had fair discrimination in a study of 5,800 patients in Singapore [24] and poor discrimination in a study done on about 500 patients in the United Kingdom with an average age of 85 years [10]. Wang et al. [41] claimed that the LACE index might not accurately predict 30-day readmission of congestive heart failure patients discharged from the hospital. LACE-rt, as a real-time version of the LACE index, was invented to predict readmission using the length of stay during the previous acute care admission [15]. However, LACE-rt underestimates the readmission rates by not taking early death into account [15].

As predicting hospital readmission via the LACE index has variable performance, recent literature exploited learning-based approaches to train predictive models using clinical data. Logistic regression is a commonly used machine learning model to predict hospital readmission [19, 24, 35]. Low et al. and Sushmita et al. demonstrated that logistic regression outperformed the LACE index in predicting 30-day readmission, while several other studies [24, 35, 38, 45] showed that random forest was also an accurate model in predicting hospital readmission. These learning-based approaches relied on medical records and vital signs collected while patients were in the hospital [20, 33, 40, 40, 48]. To date, there is scarce literature on predicting readmission using outpatient data [7].

As wearables can passively collect outpatient data in a continuous fashion, recent studies sought to employ wearables to predict readmission. Abdulmajeed et al. studied the feasibility of predicting the readmission of heart failure patients via wearables [1]. Bae at al. [5] demonstrated the feasibility of predicting readmission of postsurgical cancer patients via sedentary behavior data collected by the Fitbit. However, both of the studies utilized features from a single modality, i.e., the number of steps taken. As wearables incorporate more sensing modalities, it is important to explore the potential of multimodal data to improve model accuracy. Our system was built upon previous studies but combined features derived from heart rate and sleep data in addition to step data. Our comparative evaluations demonstrated the advantage of exploiting multimodal data for predicting...
clinical deterioration. Moreover, while previous studies using wearables focused on predictive models only, we further provided in-depth analysis of patient compliance and the performance of data collection from heart failure patients after hospital discharge. Two clinical deterioration prediction scenarios and various machine learning models were investigated in the study. By demonstrating the feasibility of continuous data collection and deterioration prediction from outpatients using wearables, the findings from our clinical study have broad implications on future clinical studies that use wearables to monitor outpatients.

3 SYSTEM DESIGN
We have developed HIPAA-compliant software to collect multimodal data from Fitbit wristbands, which then stores the data in a cloud-based database. The system architecture is shown in Figure 1. The wristband collects multimodal data including per-minute heart rate and step count, as well as the duration and quality of each sleep episode. The wristband synchronizes with the Fitbit app on an Internet-connected device, in our case a smartphone, through Bluetooth. The smartphone then sends the collected data to the Fitbit cloud, where all user data is stored indefinitely. If the wristband is unable to synchronize with a smartphone and push the data to the Fitbit cloud, it will store data locally on the device for up to 7 days. The data communication from the wristband to the Fitbit cloud is managed by software provided by Fitbit. Once data has been stored in the Fitbit cloud, our own cloud-based Heroku server retrieves the data of our participants through Fitbit’s web API and stores it in our PostgreSQL database. If the data indicates that there may be issues with patient compliance, then our server automatically generates an Excel file containing the anonymized patient’s data and sends an alert through email to the nurses who are in charge of the study. The nurses review the patient’s data and contact the patient if necessary. In the future, when the system is deployed for clinical applications involving a large cohort of patients, it may not be practical for a nurse to contact noncompliant patients. To scale up the system, we may automate the reminders by implementing a software service that monitors compliance and sends reminders to noncompliant patients via email or text messages.

The end-to-end latency of data collection from the wristband to our database is influenced by the frequency at which data flows through the system. When the Fitbit app is set up on the patient’s smartphone, the setting to synchronize the Fitbit Charge HR with the smartphone every 15 minutes is enabled. Once the smartphone has received the data from the Fitbit, it immediately attempts to send this information to the Fitbit cloud over the Internet. From the Fitbit cloud, our application requests heart rate and step data as well as accessory data (battery life at last sync and time of last sync) periodically for all patients.

4 PERFORMANCE OF DATA COLLECTION
4.1 Study Protocol
We enrolled 25 participants from Barnes-Jewish Hospital in the clinical study that was approved by the institutional review board (IRB) of the Washington University Human Research Protection Office. The participants

---

HIPAA (Health Insurance Portability and Accountability Act of 1996) is US legislation that provides data privacy and security provisions for safeguarding medical information.

had to be heart failure patients with informed consent. In terms of device diversity, 8 participants had their own iPhone, 14 participants used Android (10 of them had their own devices and 4 of them were offered the devices by the study), and the remaining 3 participants had smartphones with unknown platforms. All the participants used the same type of Fitbit Charge HR that was provided by study. During the study, participants were instructed to wear the Fitbit Charge HR all the time and charge the device once per day. The monitoring started before the time of discharging from the hospital and can last for 60 days.

The longitudinal monitoring suggests that 16 participants wore the device less than 30 days, 4 participants wore the device between 30 and 60 days, and 5 participants wore the device longer than 60 days. The results are calculated by counting the number of days when the cloud receives data, as reported in Figure 2. In order to assess the feasibility of using wearables to monitor the health conditions of outpatients, it is important to evaluate the patients’ compliance, the data yield, and the reliability and latency of the data collection process.

4.2 Reliability

4.2.1 Yield. The yield is defined as the fraction of the expected samples that are successfully collected and stored in our database. The yield is calculated separately for heart rate, step, and sleep data. The heart rate and step count is one per minute. For example, for a duration of 1 hour, we are expecting 60 samples of heart rate and step count, respectively. Sleep data is collected once per day. Thus, the sleep yield is defined as the fraction of days in which we collected sleep data.

Figure 3 shows the yield of heart rate, step, and sleep data, respectively, for each participant. The average yield of step is much higher than that of heart rate. The median yield of step count is 0.999, and 88% of participants have step yield higher than 0.8, as shown in Figure 3. In comparison, the median yield of heart rate is 0.889, and 60% participants have a heart rate yield higher than 0.8. There can be three potential causes for low yield: (1) user compliance (not wearing the device) would lead to low yield for both heart rate and step; (2) wearing the device
improperly can result in a large discrepancy between step and heart rate yield (for instance, if the user wears the Fitbit loosely on the wrist, we get an unstable heart rate; however, we may still obtain stable steps, since the step is recorded as long as the device is on); and (3) loss of connectivity—the Fitbit cloud may permanently lose some data due to the lack of Bluetooth connectivity to a mobile phone for a sustained period of time. If the end-to-end latency is longer than the period when the Fitbit stores the unsynchronized data locally, we will permanently lose these data since they will be overwritten by the later coming data. In Section 4.3, we will show that this is not the cause of low yield for our system.

We observe that the Fitbit’s step measurement usually has a higher yield than heart rate measurement. For example, Figure 3 shows that participants 6, 13, 16, and 18 have a much higher step yield than their heart rate yield. On the other hand, only participant 10 has a heart rate yield that is significantly larger than its step yield. While we could not directly measure participants’ compliance in wearing the devices continuously during the study, we can estimate their compliance by cross-examining the yield of heart rate and step measurements. Intuitively, as long as a device managed to collect step or heart rate data, it is reasonable to assume that the user was wearing the device.

Therefore, we can treat the maximum among heart rate yield and step yield as a proxy of user compliance. Likewise, the maximum yield that is over 0.8 can be a proxy of high user compliance. As shown in Figure 3, 92% of participants are highly compliant with the study protocol. However, for those participants, such as 14 and 16, who have both a low heart rate yield and step yield, the results imply the low user compliance.

In addition, Figure 3 indicates that the sleep measurement is not as reliable as step and heart rate. Fitbit Charge HR detects users’ sleep behavior via a combination of movement and heart rate patterns. An earlier study [11] suggested that sleep stages cannot be returned in three cases: the heart rate cannot be clearly detected throughout the night, sleep duration is less than 3 hours, or battery runs out of power during the sleeping period.

The yield of sensing modality varies a lot among participants, which raises the question of whether the compliance is correlated with the deterioration outcome. We use Analysis of Variance (ANOVA) to test the hypothesis as to whether the mean yield of the nondeteriorated group is significantly different from that of the deteriorated group. As shown in Table 1, the $F$ statistics and $p$ values are calculated for the three sensing modalities. $F$ statistics reflect the ratio of between-group variability and within-group variability, while $p$ values indicate whether the means of the groups are significantly different. We choose $\eta^2$ as the effect size to reflect the proportion of total variance attributes to the variance of group means. The results of the ANOVA test indicate that there is no significant difference of yield between the nondeteriorated and deteriorated groups. For all the sensing modalities, all $F$ statistics are low with extremely high $p$ values ($p \gg 0.05$), which suggests that user compliance does not correlate with the deterioration outcome.

### 4.2.2 Time to Failure and Time to Recovery

In this section, we will use two metrics to assess the system’s reliability. **Time to failure** is defined as the time interval during which a component operates continuously without a failure, and **time to recovery** is defined as the time interval from the occurrence of a failure until the component recovers [9]. Time to failure measures how frequently our system fails. On the other hand, time to recovery measures how quickly our system is able to recover from failure. In our system, a failure is the case when an

<table>
<thead>
<tr>
<th>Sensing Modality</th>
<th>$F$</th>
<th>$p$</th>
<th>$\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart rate</td>
<td>0.0979</td>
<td>0.7571</td>
<td>0.0651</td>
</tr>
<tr>
<td>Step</td>
<td>0.1021</td>
<td>0.7523</td>
<td>0.0018</td>
</tr>
<tr>
<td>Sleep</td>
<td>0.0414</td>
<td>0.8406</td>
<td>0.0044</td>
</tr>
</tbody>
</table>
expected data sample is missing. We analyze the system reliability in terms of heart rate and step data, since heart rate and step are continuously collected by the Fitbit every minute. Step has an average of 0.019 failures per participant per day, which is significantly fewer than that of heart rate, 2.975 failures per participant per day. Thus, step sensing is less likely to fail than heart rate sensing. The median time to failure of heart rate sensing is 55 minutes, and the median time to failure of step sensing is 119 hours (about 5 days). The above observation explains the case where the heart rate yields of most participants are lower than step yields. However, when looking at time to recovery, heart rate sensing recovers from failure more quickly than step sensing. The median time to recovery of heart rate sensing is 4 minutes, and the median time to recovery of step sensing is 198 minutes (3.3 hours). Heart rate sensing usually takes less time to recover, which can be observed when comparing Figure 4 and Figure 5. Usually, we care about the tail of time to recovery, since it can tell us whether our system can handle the extreme case of long-duration failure. Figure 4 and Figure 5 plot the cumulative distribution function (CDF) of time to recovery for all devices. The 95% percentile time to recovery of heart rate is 8.4 hours and 137 hours (5.7 days) for step. Although the extremely large time to recovery occurs rarely for steps, it could still be disconcerting for the certain clinical application, since clinicians may miss the appropriate time to provide just-in-time intervention if the system failure lasts for a long period.

4.3 Latency

We now assess the feasibility of using wearables for time-sensitive interventions by measuring the end-to-end latency of data collection in our system. In our analysis, the end-to-end system latency is defined as the time duration from when the data is collected by the Fitbit to when the data is stored in our database. Since the Fitbit synchronizes all types of sensing data simultaneously, we analyze latency based on step data because of its highest yield. We plot the CDF of the end-to-end latency, which can be seen in Figure 6. The median end-to-end system latency is 8.55 minutes and the 99th percentile is 22.5 hours. As the Fitbit can locally store data up to 7 days, the system latency is not an issue of causing data loss (low yield). Furthermore, 73% of data transmission finishes within an hour. While an hourly latency is not necessary in this particular study, the latency results suggest the feasibility of using wearables for other applications that require timely alerts and intervention. Our data collection system is feasible for applying to hourly real-time monitoring and just-in-time intervention. The latency can be further reduced if the system is implemented natively in the Fitbit cloud.

5 PREDICTING CLINICAL DETERIORATION

In this section, we explore the feasibility of predicting clinical deterioration among outpatients using data collected with wearables. As alluded to in the introduction, we are interested in predicting clinical deterioration in
two use cases: (1) Deterioration Early Warning (DEW), which predicts upcoming deterioration using data collected in a recent sliding time window, and (2) Deterioration Risk Prediction (DRP), which identifies participants at high risk of deterioration using data collected from the beginning of monitoring. In the rest of this section, we first describe the data processing and machine learning approaches, followed by an evaluation of predictive algorithms for DEW and DRP, respectively.

5.1 Data Preprocessing and Feature Extraction

The Fitbit API has its own data preprocessing protocols; thus, we are only allowed to obtain the processed data provided by the Fitbit cloud. Time-series data from the Fitbit is preprocessed as a summary given for a certain granularity. In the study, the time granularity of heart rate, step count, and sleep time-series status is chosen as 1 minute. Sleep summary data is generated by the Fitbit API for each sleep duration. Since patients are supposed to wear the Fitbit all the time during the study period, there is inevitably some noisy data unrelated to the features we want to extract. Step count is continuously measured by the Fitbit through the entire day, even when patients go to bed. As our purpose of measuring step count is to reflect the patient’s daily activity level when they wake up, a time filter is applied to extract step count for the time period when the patient is “awake.” Sleep time is defined as the time when total step count is under 10 within 30 minutes after 7 p.m. Awake time is defined as the time when the first step is taken after 7 a.m. [5]. Thus, we only consider steps made within the duration between awake time and sleep time. To handle missing values, we apply carry-forward imputation to the case where the interval of consecutively missing is less than a day. If the interval of consecutively missing is larger than a day, we discard that day’s data for the DEW problem; however, we use the mean values of the entire historical data to fill the missing values on that day for the DRP problem.

5.1.1 Statistical Features. The features used in the model training can be categorized as statistical features generated from time-series data and semantic features derived from the Fitbit API. The Fitbit Charge HR gives time-series data indicating the status of the heart rate and step count and sleep at the minute granularity. As suggested by clinicians, we apply sliding-window-based time-series extraction techniques to obtain first- and second-order features as well as performing Detrended Fluctuation Analysis on the data. The purpose of generating statistical features is to identify patterns in time-series data, which are informative for model training. The first-order statistical features used in our project are mean, maximum, minimum, skewness, and kurtosis. The commonly used second-order time-series features in medical data mining are co-occurrence features [25, 40]. Those features are shown to outperform other second-order features in the case of one-dimensional time-series data [25]. Therefore, we generate the second-order features, such as energy, entropy, correlation, inertia, and local homogeneity.
5.1.2 Detrended Fluctuation Analysis. In stochastic processes, chaos theory, and time-series analysis, detrended fluctuation analysis (DFA) is a method for determining the statistical self-affinity of a signal [21, 29]. Self-affinity is an important factor when analyzing time series that is supposed to have a regular pattern. In our case, we apply DFA to heart rate and sleep time series, which evaluates long-range correlation of noisy time-series data [21]. DFA can be used for analyzing nonstationary time series with slowly varying trends, such as heart rate [25].

DFA is the average fitting error over time-series segments of different scales [25]. It first converts time series $\{x_i\}, 1 \leq i \leq N$ into an unbounded process $\{X_j\}, 1 \leq j \leq N$ by summation or integration:

$$X(j) = \sum_{i=1}^{j} [x(i) - \langle x \rangle], 1 \leq j \leq N,$$

where $\langle x \rangle$ is the mean over the entire time series $\{x_i\}, 1 \leq i \leq N$. Then $\{X_j\}, 1 \leq j \leq N$ is divided into subseries each of length $n$. A polynomial piecewise fit $\{Y_j\}, 1 \leq j \leq N$ is generated by minimizing local least squares error within the subseries. The fluctuation ($F$) of detrended time series is

$$F(n) = \sqrt{\frac{1}{N} \sum_{j=1}^{N} (X(j) - Y(j))^2}.$$  

Finally, the fluctuation measure is repeated over different lengths $n$.

We apply DFA to sleep status, an indication of sleep quality where a high value means more fluctuation in sleep. Different time windows are generated to compensate for the influence of unknown appropriate window sizes. We perform DFA on heart rate data, which will capture the heartbeat fluctuation throughout the day. Different time windows are also applied for extracting DFA of heart rate.

5.1.3 Semantic Features. Besides the original step count data, which is directly given by the Fitbit API, we derive new semantic features based on them. A sedentary bout is defined as a time duration where no steps are taken when the patient is awake, as illustrated by Figure 7. The daily sedentary bout count refers to the total number of sedentary bouts per day. The Fitbit API also provides semantic features from sleep data. The useful features are Time in Bed, Minute to Fall Asleep, Minute Awake, Minute after Wakeup, Awake Count, Restless Count, and Restless Duration.

Finally, we compute min, max, and mean of those statistical and semantic features that have multiple measurements within a day. There are 51 features in total, representing the characteristics of activity, sleep, and heart rate.

5.2 Weighted Samples One-Class SVM with Estimated Confidence

In this section, we introduce our proposed approach for DEW. In most cases, the dataset of deterioration predicting is highly imbalanced, since clinical events (e.g., readmissions and death) occur rarely. In order to address the problem of extremely insufficient minority training examples, we proposed \textit{Weighted Samples One-Class SVM (WOCSVM)}. A desirable feature of this approach is that it takes majority examples as input during the training phase. Furthermore, our approach can provide a confidence score to support the clinical decision, which is important to clinical decision support systems.
One-Class SVM (OC-SVM) is a semisupervised machine learning method, which is designed for anomaly detection. OC-SVM is proposed assuming the anomaly examples are not available during the training phase. Therefore, it is trained with only normal examples. However, SVM classifiers are sensitive to outliers in the training examples [43] and need outlier suppression techniques in the training phase. Hence, we introduce the sample weights that are learned during the training phase to assign each training example a weight \( \eta_i \) to control its influence on the decision boundary. Therefore, the revised optimization objective of WOCSVM is

\[
\min_{\omega, \rho, \eta} \frac{\|\omega\|^2}{2} - \rho + \frac{1}{\nu n} \sum_{i=1}^{n} \eta_i \max(0, \rho - \omega^T \phi(x_i)),
\]

\[
\text{s.t.} \; e^T \eta \geq \beta n
\]

where \( \omega \) is the normal vector to the decision boundary, \( \rho \) is the bias term, \( \nu \) is the hyperparameter to control the upper bound of the fraction of training errors and the lower bound of the fraction of support vectors, and \( \beta \) controls the maximum number of points allowed to be outliers. The hinge loss \( \eta_i \max(0, \rho - \omega^T \phi(x_i)) \) controls the influence of outliers on the optimization objective via forcing the corresponding sample weight \( \eta \) to be 0. The above optimization is not jointly convex in terms of \( \omega, \rho, \eta \). The nonconvex part \( \frac{1}{\nu n} \sum_{i=1}^{n} \eta_i \max(0, \rho - \omega^T \phi(x_i)) \) can be reformulated using concave duality [2, 44]. Then the above objective in Equation (3) is equivalent to

\[
\min_{\omega, \rho} R_{\text{vex}} + R_{\text{cave}}
\]

\[
R_{\text{vex}} = \frac{\|\omega\|^2}{2} - \rho, \quad R_{\text{cave}} = \min_{\eta} \sum_{i=1}^{n} \eta_i \max(0, \rho - \omega^T \phi(x_i)).
\]

Obviously, \( R_{\text{vex}} \) is a convex objective, and \( R_{\text{cave}} \) is a nonconvex objective. We reformulated \( R_{\text{cave}} \) as

\[
R_{\text{cave}} = g(h(\omega)),
\]

where \( h(\omega) = \max(0, \rho - \omega^T \phi(x)) \), \( g(u) = \inf_{\eta \in [0, 1]} \eta^T u \).

Since \( h(\omega) \) is the point-wise infimum of a set of linear functions, \( g(h(\omega)) \) is concave on the domain \( h(\omega) \in \Omega \) [46]. We can approximate \( R_{\text{cave}} \) by the multistage relaxation proposed by [44]. The basic idea of multistage relaxation is to first set \( \eta \) to be a vector of ones, indicating that all the training examples have the same weights. Then the procedure iteratively minimizes the objective by alternatively fixing \( \omega, \rho, \eta \) until convergence:

1. Fix \( \eta = \hat{\eta} \) and calculate \( \hat{\omega} \) via solving

\[
\hat{\omega} = \arg\min_{\omega} \frac{\|\omega\|^2}{2} - \rho + \frac{1}{\nu n} \sum_{i=1}^{n} \hat{\eta}_i \max(0, \rho - \omega^T \phi(x_i)).
\]

2. Fix \( \omega = \hat{\omega} \) and calculate \( \hat{h}(\hat{\omega}) = \max(0, \rho - \hat{\omega}^T \phi(x_i)) \). In order to minimize the overall objective, \( \eta \) will be 1 for \( \beta n \) number of smallest \( \hat{h}_i \) in \( \hat{h}(\hat{\omega}) \) based on the constrain \( e^T \eta \geq \beta n \).

The WOCSVM begins with the standard OC-SVM by initializing the sample weights to be all ones. The multistage optimization framework could obtain a better solution than the standard OC-SVM after convergence [46]. In the experiment section, we will compare the WOCSVM with the standard one as well as other anomaly detection models to demonstrate its superior performance for solving the DEW problem.

Besides training the classification model for predicting deterioration outcomes, we create another probabilistic model that outputs the confidence of predicting each deterioration outcome. The confidence is estimated by a sigmoid function that takes the decision function of WOCSVM as the input variable:

\[
p(X_i) = \frac{1}{1 + \exp(Af(X_i) + B)}.
\]
where $f(X_i)$ is the decision function evaluated on the data point $X_i$, and $A$ and $B$ are the parameters of the sigmoid function that needs to be tuned. The optimal parameters can be found by applying maximum likelihood estimation on the same dataset that is used for training the WOCSVM model [30]. In our case, the maximum likelihood estimation is equivalent to minimizing the cross-entropy loss based on probability $p$:

$$
\min - \sum_i y_i \log(p(X_i)) + (1 - y_i) \log(1 - p(X_i)),
$$

where $p(X_i)$ is defined in Equation (7), and $y_i$ is the corresponding label. After the optimal parameters $A$ and $B$ are chosen, we can calculate the estimated confidence associated with the classification outcome. The estimated confidence score could be supportive information for the clinician to make decisions on what intervention to apply if deterioration is predicted.

### 5.3 Prediction Performance

We evaluate the performance of the proposed models on the real data collected from 25 heart failure patients. The age of the participants ranges between 66 and 88 (mean: 71.6, median: 70, standard deviation: 5.3). Heart failure has been identified as a staggering clinical and public health problem [32], which is one of the most common reasons for hospitalization for the population aged 65 or over [17, 18]. This age group accounts for 71% of the total population with heart failure [18]. The cohort of our study is representative of the age group at high risk of heart failure. In our study, 16 of the total participants are male and the remaining 9 are female, which is consistent with the observation from the general population that men have a higher rate of heart failure than women [28]. The participants report their ethnicity as 19 White and 6 African American. In comparison, African Americans are more likely to have heart failure than other ethnic groups [28]. Future studies with larger cohorts are needed to confirm and generalize the findings in this preliminary study. The LACE index ranges from 3 to 15 (mean: 8.3, median: 8, standard deviation: 3.8). The statistics are summarized in Table 2. Five out of 25 patients became deteriorated (readmitted or deceased) within 30 days after being discharged from the hospital. Two patients became deteriorated during the period between 30 days and 60 days.

Based on the clinical records, we perform survival analysis on deterioration to quantify the survival probability as time passes. Figure 8 demonstrates the survival probability generated via the Kaplan-Meier estimator, which estimates the survival probability by taking into account both the deterioration events and the censored cases.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (year)</td>
<td>(66-88)</td>
</tr>
<tr>
<td>Mean</td>
<td>71.6</td>
</tr>
<tr>
<td>Median</td>
<td>70</td>
</tr>
<tr>
<td>Std</td>
<td>5.3</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>19</td>
</tr>
<tr>
<td>African American</td>
<td>6</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16</td>
</tr>
<tr>
<td>Female</td>
<td>9</td>
</tr>
<tr>
<td>LACE index</td>
<td>(3-15)</td>
</tr>
<tr>
<td>Mean</td>
<td>8.3</td>
</tr>
<tr>
<td>Median</td>
<td>8</td>
</tr>
<tr>
<td>Std</td>
<td>3.8</td>
</tr>
</tbody>
</table>
The estimated survival probability indicates that the survival probability drops significantly from day 2 to day 19 and from day 36 to day 49. The estimated survival probability after 60 days is 0.61. As observed from the survival curve, the patients are more likely to deteriorate at either the beginning of monitoring or the end of monitoring.

In this section, we will focus on the DEW and DRP problems, which are commonly studied in the clinical research. The goal of DEW is to train a model to predict the deterioration event happening in the future based on the features collected in a recent sliding time window. The goal of DRP is to predict whether a patient will eventually deteriorate based on the features collected from the beginning of monitoring, namely identifying the patients with the risk of deterioration.

5.3.1 Deterioration Early Warning. There are a total of 438 days with valid data collected from the Fitbit devices, including 427 normal days and 11 days when deterioration happened. The deterioration day is defined as the first day of hospitalization or the day of death. We exclude the subsequent days in the hospital that belong to the same hospitalization after we choose the first day as the deterioration day. Also, we exclude the first day of hospitalization when there is a deterioration day selected within the last 7 days. The 11 identified deterioration days are all from the seven participants who were either readmitted or died during the monitoring period. The dataset in DEW consists of 438 samples; each one of them corresponds to 1 day. We divide the samples into a training set, which contains only normal days, and a testing set, which contains both normal days and the days when deterioration happened. The testing set is designed in such a way to avoid favoring a classifier, which achieves high accuracy by only predicting the anomaly case for new unseen data.

We first explore the predictive performance of different combinations of time window size and the days ahead. Since there is a lack of empirical guidelines for how to choose the time window size and how the predictor performs for different numbers of days ahead, it is important to find the relation between time window size and the number of days ahead for prediction. We randomly split the normal days as 95% of them belonging to the training set and the remaining 5% belonging to the testing set. The deterioration days are all counted in the testing set, since OC-SVM only uses normal data for training. For each time of evaluation, we repeat the training and testing split 100 times and average the results. In the experiment, we train a linear kernel WOCSVM with time window varying from 1 to 7 days for predicting deterioration ahead by 1 to 7 days. The hyperparameter $\beta$ in WOCSVM is chosen as 0.1 via grid search and will be used throughout the experiments. The mean results are shown in Figure 9, with x-axis indicating the number of days ahead. For each number of days ahead, we compare the performance metrics by varying the time window sizes, which are indicated by color bars. The accuracy and specificity are high when just using a time window of 1 or 2 days. The combination of predicting 1 day ahead using 2 days of data achieves the highest accuracy of 0.9655 and also the highest sensitivity of 1.0 with specificity of 0.9480 and precision of 0.8975. The results indicate that the performance declines when predicting more days ahead, which is reasonable since the long-term future may not be related to the current status. The WOCSVM performs better when the time window size is small. The model is able to achieve over 0.9 overall accuracy when just using 1 to 3 days of data. The results give us a practical guideline of using less than 3 days of data to predict...
Fig. 9. Performance evaluation of WOCSVM with a varying size of time window and number of days ahead. The classifier is able to achieve good performance for predicting deterioration happening in the near future.

Fig. 10. Sensitivity, specificity, precision, and accuracy vary along with \( \nu \). One example choice is \( \nu = 0.09 \) in order to make a tradeoff between sensitivity and specificity.

the deterioration in the near future. Figure 10 demonstrates the influence of \( \nu \) on the model’s performance. \( \nu \) is a hyperparameter of the soft-margin SVM, which controls the upper bound of training error and lower bound of support vectors. The curve serves as a guideline for how to tune the classifier to meet specific performance requirements. For instance, in order to avoid missing any deterioration, we choose \( \nu = 0.09 \) to achieve the highest sensitivity as well as high specificity.

Then, we compare WOCSVM with other methods commonly used for anomaly detection, including the standard OCSVM, density-based methods such as local outlier factor (LOF), and clustering-based methods such as...
Table 3. Performance Evaluation of Different Anomaly Detection Methods with Specificity Fixed or Close to 0.95

<table>
<thead>
<tr>
<th>Model</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>0.9091</td>
<td>0.7500</td>
<td>0.6667</td>
<td>0.8065</td>
<td>0.9091</td>
<td>0.8500</td>
<td>0.5263</td>
<td>0.8592</td>
</tr>
<tr>
<td>LOF</td>
<td>0.0909</td>
<td>0.8500</td>
<td>0.1429</td>
<td>0.6863</td>
<td>0.7273</td>
<td>0.7833</td>
<td>0.3810</td>
<td>0.7746</td>
</tr>
<tr>
<td>OCSVM</td>
<td>0.8182</td>
<td>0.9500</td>
<td>0.8182</td>
<td>0.9216</td>
<td>0.9091</td>
<td>0.9500</td>
<td>0.7692</td>
<td>0.9437</td>
</tr>
<tr>
<td>WOCSVM</td>
<td>0.9091</td>
<td>0.9500</td>
<td>0.9091</td>
<td>0.9355</td>
<td>1.000</td>
<td>0.9500</td>
<td>0.7857</td>
<td>0.9577</td>
</tr>
</tbody>
</table>

Fig. 11. Top 10 feature importance of WOCSVM. DFA shows its dominance on WOCSVM classification results.

K-means clustering. To reflect real-world clinical practice, we conduct leave-one-subject-out cross-validation (LOSO CV) and leave-one-later-day-out cross-validation (LOLDO CV) on the models, respectively. LOSOCV evaluates how a model performs on new patients, and LOLDOCV evaluates the accuracy of models trained on earlier days to predict the deterioration events on later days. In these evaluations, the time window is set to 2 days, and we predict whether the deterioration event will happen after 1 day. In our study, the primary criteria for selecting a good model are to favor high accuracy, sensitivity, and precision (PPV) while having high specificity (low false-positive rate). We evaluate the model performance by comparing the accuracy, sensitivity, and precision while fixing the specificity around 0.95. We choose $\nu = 0.05$ for both OCSVM and WOCSVM in LOSOCV, and $\nu = 0.1$ in LOLDOCV. For those models that cannot achieve such high specificity, we choose the hyper-parameters that lead to the highest specificity. Table 3 summarizes the results for different models in the two cross-validation experiments. The LOF has low sensitivity and precision compared to K-means and OCSVM-based approaches, which implies that LOF is not suitable for our specific problem. The two OCSVM approaches outperform K-means in terms of specificity, precision, and accuracy. In both cross-validation experiments, the proposed WOCSVM outperforms the standard OCSVM in sensitivity and precision while preserving the same high specificity. Aside from the performance, we also care about the features that have high influence on the classification results. Those features can be treated as risk factors for later related clinical study. Figure 11 shows the top 10 feature importance, which is the absolute value of the linear kernel SVM’s coefficient. Sleep statistical features and heart rate statistical features contribute significantly to the classification results, especially the features that are generated from DFA. The observation implies that DFA is a valid feature extraction method for our study case and DEW task.

These results demonstrate the potential of predicting clinical deterioration early to allow just-in-time intervention. We fit the sigmoid function to estimate the confidence score supporting classification results, as shown in Figure 12. To obtain the estimated confidence for those points located on the other side of the separating hyperplane, we also incorporate positive examples. The fitted sigmoid curve precisely captures the trend of points.
Fig. 12. The plot of sigmoid function for estimating confidence score. The fitted sigmoid is symmetric about (0.0,0.5).

that minimize the cross-entropy loss of the confidence score. The curve is symmetric about the point that has a 0.5 confidence score with zero distance to the separating hyperplane. The steepness of the fitted curve as well as the sparseness of the points near $x = 0$ indicates that the trained model is highly confident about most of the classification results, especially for those that are far away from the separating hyperplane.

5.3.2 Deterioration Risk Prediction. We aim to predict whether a certain participant will deteriorate within 60 days based on the features extracted from the data. Therefore, the dataset contains 25 samples with the series of Fitbit health data beginning from the time prior to discharge. We choose 60-day prediction to contain all deteriorated samples since we have a limited number of participants in this feasibility study. We note that the 60-day duration includes all deterioration within 30 days, which indicates that the methodology evaluated on a 60-day duration can be generalized as predicting the deterioration risk within 30 days. First, we perform an ANOVA test on all the features between nondeteriorated and deteriorated groups. The ANOVA test indicates whether there is a significant difference for the mean of features. It gives us insight into whether the features of the two groups are separable, which is a preliminary evidence for the feasibility of learning a predictive model. As reported in Table 4, features such as the means of heart rate skewness ($F = 7.9125$, $p = 0.0099$), heart rate correlation ($F = 5.4789$, $p = 0.0283$), heart rate DFA 10 ($F = 5.3353$, $p = 0.0302$), restless duration ($F = 5.2912$, $p = 0.0308$), and time in bed ($F = 5.2663$, $p = 0.0312$) are significantly different between the two groups. The ANOVA test gives us evidence that it is feasible to use a predictive model for classifying patients with potential deterioration.

The state-of-the-art models from previous work [20, 31, 42, 48], which demonstrated their superior performance in predicting readmission and clinical deterioration, are chosen as benchmarks. The models are logistic regression, SVM, random forest, and neural network. In our case of limited sample size, we propose to use $K$ nearest neighbor, which has good generalization ability on small datasets. The performance is evaluated by repeated fivefold cross-validation to tackle the model instability issue induced by the small dataset [6]. We repeatedly perform cross-validation 100 times and the results are averaged among the 100 repeated cross-validations. In each iteration, we apply feature selection to the training set to remove the noisy features and improve the generalization accuracy for the testing set. The type of feature selection used in our experiment is the sequential forward feature selection with the accuracy criterion, which selects the best subset of features. We note that all models select the features derived from multiple modalities (step, HR, and/or sleep), which suggests the potential benefits of exploiting multimodal data for predicting clinical deterioration. In particular, random forest, logistic regression, and KNN each selected features from all three modalities. One finding regarding the feature selection is that KNN does not select sedentary per bout as part of the model, which can be verified by the very little difference between the groups’ mean ($F = 0.0056$ and $p = 0.9408$) as shown in Table 4. There are six features used by more than two models, which are DFA of sleep using a 60-minute window, average minutes of being asleep, average daily steps, average awake counts, and minimum minutes of being awake per sleep. Intuitively, we expect the selected features to follow different distributions among
Table 4. ANOVA Test of Features between the Nondeteriorated and Deteriorated Group with Between-Group Degree of Freedom $df_1 = 1$ and Within-Group Degree of Freedom $df_2 = 23$

| Feature          | $F$   | $p$    | $\eta^2$ | Feature          | $F$   | $p$    | $\eta^2$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>HR corr</td>
<td>5.4789</td>
<td>0.0283</td>
<td>6.523e-6</td>
<td>restless count</td>
<td>4.2324</td>
<td>0.0512</td>
<td>2.347e-6</td>
</tr>
<tr>
<td>HR inertia</td>
<td>2.304</td>
<td>0.1427</td>
<td>0.1373</td>
<td>min awake</td>
<td>2.073</td>
<td>0.1509</td>
<td>3.614e-5</td>
</tr>
<tr>
<td>HR skewness</td>
<td>7.9125</td>
<td>0.0099</td>
<td>5.149e-8</td>
<td>time in bed</td>
<td>5.2663</td>
<td>0.0312</td>
<td>0.4839</td>
</tr>
<tr>
<td>HR kurtosis</td>
<td>3.0178</td>
<td>0.0957</td>
<td>2.69e-6</td>
<td>awake count</td>
<td>4.0429</td>
<td>0.0562</td>
<td>0.0002</td>
</tr>
<tr>
<td>HR LH</td>
<td>4.0282</td>
<td>0.0566</td>
<td>2.87e-6</td>
<td>sleep skewness</td>
<td>0.9634</td>
<td>0.3366</td>
<td>3.152e-5</td>
</tr>
<tr>
<td>HR energy</td>
<td>2.2251</td>
<td>0.1494</td>
<td>5.035e-8</td>
<td>sleep kurtosis</td>
<td>0.2941</td>
<td>0.5928</td>
<td>1.547e-5</td>
</tr>
<tr>
<td>HR DFA 10</td>
<td>5.3353</td>
<td>0.0302</td>
<td>0.4257</td>
<td>sleep DFA 10</td>
<td>3.7881</td>
<td>0.0639</td>
<td>4.709e-3</td>
</tr>
<tr>
<td>HR DFA 20</td>
<td>4.8797</td>
<td>0.0374</td>
<td>1.057e-6</td>
<td>sleep DFA 20</td>
<td>0.822</td>
<td>0.374</td>
<td>0.0316</td>
</tr>
<tr>
<td>HR DFA 30</td>
<td>4.9808</td>
<td>0.0357</td>
<td>0.0417</td>
<td>sleep DFA 30</td>
<td>0.3489</td>
<td>0.5605</td>
<td>0.0034</td>
</tr>
<tr>
<td>HR DFA 40</td>
<td>4.9743</td>
<td>0.0358</td>
<td>4.603e-6</td>
<td>sleep DFA 40</td>
<td>0.5243</td>
<td>0.4763</td>
<td>8.115e-7</td>
</tr>
<tr>
<td>HR DFA 50</td>
<td>3.3127</td>
<td>0.0818</td>
<td>3.322e-7</td>
<td>sleep DFA 50</td>
<td>0.387</td>
<td>0.54</td>
<td>0.4423</td>
</tr>
<tr>
<td>HR DFA 60</td>
<td>3.3124</td>
<td>0.0818</td>
<td>2.234e-6</td>
<td>sleep DFA 60</td>
<td>0.2254</td>
<td>0.6395</td>
<td>0.0006</td>
</tr>
<tr>
<td>min after wakeup</td>
<td>4.0026</td>
<td>0.0574</td>
<td>2.095e-8</td>
<td>daily sed time</td>
<td>4.44</td>
<td>0.0462</td>
<td>0.0314</td>
</tr>
<tr>
<td>restless duration</td>
<td>5.2912</td>
<td>0.0308</td>
<td>6.11e-6</td>
<td>daily sed bout</td>
<td>4.8262</td>
<td>0.0384</td>
<td>0.0001</td>
</tr>
<tr>
<td>min to fall asleep</td>
<td>0.46</td>
<td>0.5044</td>
<td>3.353e-7</td>
<td>daily step</td>
<td>4.3625</td>
<td>0.048</td>
<td>0.3083</td>
</tr>
<tr>
<td>min asleep</td>
<td>4.3128</td>
<td>0.0492</td>
<td>1.903e-8</td>
<td>sed per bout</td>
<td>0.0056</td>
<td>0.9408</td>
<td>9.591e-7</td>
</tr>
<tr>
<td>efficiency</td>
<td>3.6833</td>
<td>0.0675</td>
<td>8.858e-9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 13. Feature value distribution between nondeteriorated and deteriorated patient groups.

the nondeteriorated group and deteriorated group. Therefore, we plot Figure 13, which shows the distributions of the top eight commonly selected features. As we expected, the distributions are different between the two groups. However, the distribution of DFA HR with a 10-minute window is similar among the two groups.

In the following evaluations, the models are trained on the data collected in the consecutive 20 days starting from the time of discharge from hospital. We optimize the models by performing grid search to find the best hyperparameter setting. We compare the model performance in terms of sensitivity, precision, and accuracy by fixing the specificity at around 0.95, since our main goal is to correctly identify the risk patients with a low false alarm rate. We also evaluate the area under the ROC curve (AUC-ROC) and the area under the precision-recall curve (AUC-PR). Since we have a skewed dataset, where the number of negative examples greatly exceeds the number of positive examples (18 vs. 7), AUC-PR is used to compare the number of false positives with that of true positives. Table 5 summarizes the evaluation results from all models with specificity.
Table 5. Performance Comparison of Different Models for Predicting Deterioration

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC-ROC</th>
<th>AUC-PR</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.7434</td>
<td>0.5551</td>
<td>0.3077</td>
<td>0.9459</td>
<td>0.6667</td>
<td>0.780</td>
</tr>
<tr>
<td>SVM</td>
<td>0.5943</td>
<td>0.4016</td>
<td>0.1795</td>
<td>0.9459</td>
<td>0.5385</td>
<td>0.7467</td>
</tr>
<tr>
<td>LR</td>
<td>0.7829</td>
<td>0.6118</td>
<td>0.4872</td>
<td>0.9009</td>
<td>0.6333</td>
<td>0.7933</td>
</tr>
<tr>
<td>NN</td>
<td>0.4002</td>
<td>0.2048</td>
<td>0.077</td>
<td>0.9459</td>
<td>0.3333</td>
<td>0.720</td>
</tr>
<tr>
<td>KNN</td>
<td>0.7533</td>
<td>0.6880</td>
<td>0.5385</td>
<td>0.9820</td>
<td>0.9130</td>
<td>0.8667</td>
</tr>
<tr>
<td>LACE</td>
<td></td>
<td>0.7647</td>
<td>0.6250</td>
<td>0.5556</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results shown in the table are based on fixing specificity at around 0.95. In general, KNN is a good model for predicting risk of deterioration.

Fig. 14. Generalization performance with the inverse of number of nearest neighbors.

fixed to around 0.95. We observe that KNN has the highest AUC-PR, sensitivity, specificity, and precision and the second highest AUC-ROC. The results indicate that KNN can achieve the highest sensitivity compared with other models.

The observation indicates that the neural network has the worst performance in solving the DRP task. The reason may be that the neural network is overfitted with the small dataset. However, overfitting could also occur for the other models trained with the small dataset. A commonly used justification for overfitting is to compare training error with testing error. If the testing error is much higher than the training error, the model is very likely to be overfitted. On the other hand, if the testing error is very close to the training error, it suggests that the model generalizes well. The results of performance evaluation shown in Table 5 indicate that KNN is the best model for DRP. Hence, we focus on fine-tuning the parameters of KNN to make it generalize better. Figure 14 shows the influence of the number of nearest neighbors on the model’s generalization ability. Moreover, as suggested by Occam’s razor principle in machine learning, a smaller model with the same accuracy is preferred over the complex model. Hence, we apply sequential forward feature selection to select the smallest feature subset when there are multiple subsets leading to the same accuracy. The degree of overfitting is the smallest when $K = 2$, where the model can achieve accuracy of 0.8667 for the unseen data. The KNN with two nearest neighbors is used throughout the rest of experiments, including the later sections where we evaluate the impacts of multiple data modalities and how early we can predict the deterioration.

To compare the predictive power of the machine learning approach with the traditional approach implemented in the hospital where this clinical study was conducted, we evaluate the performance of using the LACE index to predict clinical deterioration. The LACE index is calculated by summing the assigned scores for the four parameters, where "L" stands for length of stay in the hospital, "A" stands for acuity of admission of patient in the hospital, "C" stands for comorbidity, and "E" stands for number of emergency department visits. In our trial, the threshold of the LACE index is 10 (as suggested by [15, 24, 41]), which means the patients are predicted to

Table 6. Performance Metrics of Models Trained with Different Combination of Features

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC-ROC</th>
<th>AUC-PR</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step</td>
<td>0.6910</td>
<td>0.5839</td>
<td>0.3333</td>
<td>0.9550</td>
<td>0.7222</td>
<td>0.7933</td>
</tr>
<tr>
<td>HR</td>
<td>0.8064</td>
<td>0.6502</td>
<td>0.3590</td>
<td>0.9369</td>
<td>0.6667</td>
<td>0.7867</td>
</tr>
<tr>
<td>Sleep</td>
<td>0.7237</td>
<td>0.3439</td>
<td>0.0513</td>
<td>0.9099</td>
<td>0.1667</td>
<td>0.6867</td>
</tr>
<tr>
<td>Sleep, HR</td>
<td>0.8064</td>
<td>0.6502</td>
<td>0.3590</td>
<td>0.9369</td>
<td>0.6667</td>
<td>0.7867</td>
</tr>
<tr>
<td>Sleep, Step</td>
<td>0.6556</td>
<td>0.6304</td>
<td>0.4615</td>
<td>1.0</td>
<td>1.0</td>
<td>0.860</td>
</tr>
<tr>
<td>Step, HR</td>
<td>0.8151</td>
<td>0.6991</td>
<td>0.4872</td>
<td>0.9369</td>
<td>0.7308</td>
<td>0.820</td>
</tr>
<tr>
<td>All</td>
<td>0.7533</td>
<td>0.6880</td>
<td>0.5385</td>
<td>0.9820</td>
<td>0.9130</td>
<td>0.8667</td>
</tr>
</tbody>
</table>

The specificity is fixed at around 0.95. Better performance is achieved using features from multiple sensing modalities.

Table 7. Performance Metrics for Models Trained with Different Lengths of Day

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC-ROC</th>
<th>AUC-PR</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-day</td>
<td>0.4247</td>
<td>0.2114</td>
<td>0.0256</td>
<td>0.9009</td>
<td>0.0833</td>
<td>0.6733</td>
</tr>
<tr>
<td>10-day</td>
<td>0.7339</td>
<td>0.6884</td>
<td>0.3077</td>
<td>1.0</td>
<td>1.0</td>
<td>0.820</td>
</tr>
<tr>
<td>15-day</td>
<td>0.7710</td>
<td>0.5808</td>
<td>0.3333</td>
<td>0.9009</td>
<td>0.5417</td>
<td>0.7533</td>
</tr>
<tr>
<td>20-day</td>
<td>0.7533</td>
<td>0.6880</td>
<td>0.5385</td>
<td>0.9820</td>
<td>0.9130</td>
<td>0.8667</td>
</tr>
</tbody>
</table>

The specificity is fixed at around 0.95.

be readmitted if their LACE index is larger than 10. The results reported in Table 5 indicate that the KNN model outperforms the LACE index in terms of sensitivity, precision, and overall accuracy, which demonstrates the feasibility of solving the DRP of patient via the data passively collected by the Fitbit.

5.3.3 Impacts of Multiple Data Modalities. We now evaluate the contributions of different data modalities to prediction. The features used in our machine learning models are derived from three modalities collected by the Fitbit Charge HR: heart rate, step, and sleep. In the following, we compare the performance of the KNN models when trained with different combinations of data modalities.

The results show that incorporating multimodal data in machine learning models can improve the prediction accuracy compared with just using single-modal data. For instance, the best accuracy of the KNN model trained with a combination of heart rate, sleep, and step features is 0.8667, compared with 0.6867 when using features derived from sleep only. Table 6 summarizes the performance metrics for all models with specificity fixed at around 0.95. In general, using features from multiple sensing modalities produces better results, especially for the sensitivity, where using all features achieves 0.5385 compared with 0.0513 when only using sleep features. Moreover, we find that the model trained with sleep and step features can also yield good performance with an accuracy of 0.860 and a precision of 1.0. Overall, combining features derived from step, heart rate, and sleep consistently improves the accuracy of the models.

5.3.4 How Many Days to Use for Training an Accurate Predictor? We investigate the number of days to be used for training an accurate model. In order to simulate the situations, we train and evaluate based on KNN models using 5-day, 10-day, 15-day, and 20-day data from the beginning of the monitoring. The data belonging to any deterioration days is excluded to avoid “knowing” the deterioration beforehand. As shown in Table 7, the specificity increases drastically when using more days when fixing the specificity near 0.95. In particular, 20-day data yields the highest overall accuracy of 0.8667 as well as the highest specificity of 0.5385. The results suggest that long-term monitoring data should be used to predict the risk of deterioration. From the results shown in Table 7, the model trained with only 10-day data can already identify the patient at risk with an accuracy of 0.82 and precision of 1.0.
6 DISCUSSION
There has been limited research that has reported a thorough approach from data collection and data analysis to model training in a clinical study involving outpatients. In this section, we discuss the limitations of this study, summarize the implications of our results on future studies, and highlight recommendations for wearable-based clinical studies based on our experience and lessons learned.

6.1 Limitations
As a feasibility study, we have explored and assessed data collection protocols and machine learning methods to predict clinical deterioration based on multimodal features collected from wearables. A limitation of our study is that the models are developed and evaluated based on a small dataset of congestive heart failure patients. Future studies involving larger cohorts of patients are needed to validate and generalize our methodology and models. Thus, the results in our study should be considered as preliminary. In addition, since we only validate the methods of creating predictive models for heart failure patients, the selected features and models may not generalize to other types of patients.

Another limitation of our work is that we detect the beginning of sleep based on steps within 30 minutes after 7 p.m. This approach may miss sleep during daytime. A possible solution is to use activity recognition algorithms to detect all sleep periods and incorporate the additional sleep features into the predictive models.

6.2 Implications on Future Studies
As a preliminary study, this work establishes feasibility and explores methods for larger studies in the future. The findings from this study will provide guidance for future studies to predict clinical deterioration involving large cohorts of patients wearing fitness wristbands or smart watches.

- We establish the feasibility to continuously monitor outpatients using wearables with a satisfactory data yield and patient compliance.
- We explore different machine learning approaches and develop predictive models suitable for deterioration early warning and deterioration risk prediction, respectively.
- We demonstrate the positive impacts of multimodal sensor data on predictive performance, which points to the need to incorporate multimodal sensing in wearable-based studies.
- We present data analysis and evaluation techniques to deal with challenges associated with wearable-based clinical prediction such as imbalanced datasets. For example, the compliance analysis, data preprocessing techniques, and idea of exploring optimal window size used in the current study can be directly applied to future clinical studies or applications that predict clinical outcomes on wearable data.

6.3 Recommendations
Based on our experience and findings from the feasibility study, we have the following additional recommendations for researchers conducting similar studies:

- In this study, we rely on the nurses to review patients’ data and contact them if the data indicates problems with compliance. If the system is deployed for clinical applications involving a large cohort of patients, it may not be practical for nurses to manually contact noncompliant patients. To scale up the study, we may automate the intervention by implementing a software service that automatically monitors compliance and sends reminders to noncompliant patients via email or text messages. In addition, since heart rates are identified as important features for predicting clinical deterioration, and heart rate yield is generally lower than step yield, we recommend implementing more granular compliance alerts for detecting low heart rate yield.
In clinical practice, excessive false alarms generated by a clinical warning system can cause nurses to ignore important alarms [14]. It is therefore important to select the threshold of deterioration detection to achieve the desired specificity based on the frequencies of false alarms that can be tolerated in specific clinical scenarios. For example, in our study, specificity is fixed around 0.95 to avoid overwhelming nurses with false alarms.

Before developing machine learning models on a clinical dataset, it is prudent to first apply statistical analysis, e.g., ANOVA test, on the dataset to assess the feasibility of machine learning models on the dataset and outcomes of interest.

A common challenge in clinical datasets is their imbalanced nature, because clinical deterioration occurs infrequently. Learning methods therefore must be designed specifically to deal with imbalanced datasets. The Weighted Samples OC-SVM framework proposed in our study provides an example of effective methods to handle imbalanced datasets.

7 CONCLUSION

In this article, we explore the feasibility and potential of using wearables to predict clinical deterioration among outpatients through a clinical study involving 25 congestive heart failure patients discharged from a hospital. Our primary contributions from the study are twofold. First, our experience demonstrates the feasibility of collecting multimodal data (step, sleep, and heart rate) from outpatients using wristbands. The monitoring system achieves high data yield, as well as high levels of patient compliance in wearing the wristbands regularly. Second, we demonstrate the potential of using machine learning models to predict clinical deterioration among outpatients. The results show machine learning models can exploit multimodal data to achieve high accuracy for identifying outpatients at risk of deterioration. This preliminary study establishes the feasibility and provides guidance for future studies to predict clinical deterioration involving large cohorts of patients wearing fitness wristbands or smart watches.
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