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Abstract— In this paper we extend Multi-le vel ECN, a new
TCP congestionscheme,which we have proposedpreviously. The
Multi-le vel Explicit Congestion Notification (MECN) algorithm
allows network operators to achieve high thr oughput with cor-
responding low delays. But MECN average queue, is sensitive
to its parameter settings and its the level of congestion,hence
no guaranteescan be given about delay. Delay being a major
component of the quality of service network operators would
naturally lik e to have a rough estimate of the average delays in
their congestedrouters. To achieve a predictable average delays
with MECN would require constant tuning of the parameters
to adjust to curr ent traffic conditions. The goal of this paper
is to solve the parameter tuning problem of the MECN. We
compare the performance of the Adaptive MECN system with
the Adaptive RED systemusing simulations,usingns-2simulator.
Based on simulations we find that Adaptive MECN performs
better than Adaptive RED.

I . INTRODUCTION

End-to-endcongestioncontrol schemescontinuesto be one
of the main pilastersin the robustnessof the Internet [4].
Congestionremainsthe main obstacleto Quality of Serivce
(QoS)on theInternet.Althoughanumberof schemeshaveben
proposedfor network congestioncontrol, the searchfor new
schemescontinues. [5] givesa survey of differentcongestion
contolschemes.But thewinner for thetime beingseemsto be
RED/ECNclassof algorithsandECN wasmake a standardby
the IETF in 2001 [6]. Henceit becomesimperative that we
explore the possibiltiesof utilising the ECN framework to the
fullest. In [1] proposeda new schemecalled the Multi-level
Explicit CongestionNotification (MECN), which works with
the frame work of ECN, but usesthe two bits allocatedfor
ECN, in the IP to indicatefour different levels of congestion,
to the source. But just like RED [7], MECN’s average
queueis also sensitive to parametersettingand the level of
congestion.This averagequeuingdelay is a very importent
for QoS applications.So settingthe parametersof MECN is
very importentandmaintaina constantdelayat the routers,is
a must, to give any QoSguareenteesto the endusers.In this
paperwe proposea Adpative versionof MECN, which sets
its parametersautomaticallyandadaptsits maximummarking
probabilityto maina constantqueueingdelay. We comparethe
performaceof AMECN, with ARED and MECN and show
that it performacebetter than both the schemes.In Section
II, we give a brief introduction to the MECN protocol. In
Section III, we introducetheAdaptiveMultilevel ECN protcol
andgive someguidelineson settingthe parameters.We prove
using simulationsusing the ��� [8] simulator that AMECN
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Fig. 1. Probabilitiesof markingpackets for the new scheme

performsbetterthanMECN andAdaptiveRED in section IV.
In Section V, we presentthe conclusionsof our research.

I I . BRIEF INTRODUCTION TO MECN

A. Marking bits at the router

MECN [1] usesthe two bits that is beingspecifiedfor the
useof ECN [6], in the IP header(bits 6 and 7 in the TOS
octetin Ipv4, or theTraffic classoctetin Ipv6), to indicatefour
different levels of congestion,insteadof the binary feedback
providedby ECN.ThenonECN-capablepacketsareidentified
by ’00’, and it usesthe other combinationsto indicate three
different levels of congestionand with packet-drop,four dif-
ferent levels of congestionis indicatedandappropriateaction
could be taken by the sourceTCP dependingon the level
of congestion.The MECN packet marking/droppingpolicy is
shown in Figure 1. If the size of the averagequeueis in
between=?>A@CB�D and =E>A@FBGD , there is incipient congestionand
the ECN bits are marked as ’10’ with a probability HJI . If
the averagequeueis in between=E>%KFBGD and =ML�NOBGD , thereis
moderatecongestionandtheECN bits aremarkedas’11’ with
a probability HQP . If the averagequeueis above the maxthresh
all packetsaremarked.

B. Feedback from Receiverto Sender

The receiver reflects the bit marking in the IP header, to
the TCP ACK. Sincewe have threelevels of markinginstead
of 2-level marking in the traditionalECN, we make useof 3
combinationof the2 bits 8, 9 in the reservedfield of theTCP
headerand the other combinationusedby the sourcehas to
indicatethat the congestionwindow reduced.
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C. Responseof TCP Source

The MECN sourcereactioncanbe summarisedas:R When there is a packet-drop the cwnd is reducedbySQTVUXW4YOZ
. This done for two reasons:First, a packet-

drop meanssevere congestionand buffer overflow and
somesevereactionsneedto betaken.Second,to maintain
backward compatibility with routerswhich don t imple-
mentECN.R For other levels of congestion,such a drastic step as
reducing the cwnd as half is not necessaryand might
maketheflow lessvigorous.Whenthereis nocongestion,
thecwndis allowedto grow additively asusual.Whenthe
marking is 10 (incipient congestion),cwnd is decreased
by

S I %. Whenthe markingis 11 (moderatecongestion)
the cwnd is decreasedmultiplicatively not by a factorof
50%(asfor a packet drop),but by a factor

S P % lessthan
50% but more than 1.

I I I . ADAPTIVE MECN

A. Motivation

In Adaptive MECN, the objective is to maintianthe queue
near the []\#^`_Oa`[]bdcJa`c�a . If the averagequeuedoesntvary and
remains constant at []\*^`_Fa`[]bdc�a`cJa , then the probability of
packet drop/markwill remain fixed. Let this probability beegfGh�ikj�l:f

. We setthe []\#^`_Fa-[]bdcJa`c�a to be in betweenmonp� fGq andmon:r fGq . Henceonly the first probability curve will be active,
in this region. Hencethe probability

e�fGh�i/j�lpf
, is given by,

e fGh�ikj�lpf U egsth�uv mw\#x fGqzy monp� fGq*{F|
vG}�~ a`^�\*_OadbdcJa`c�a y monp� fGq { (1)

Sincein the above equation,
e fGh�ikj�lpf�� monp� fGqF� mo\#x fGq areall

constant,we cansay that,

}�~ a`^�\*_OadbdcJa-cJa�� �e sth�u (2)

In any network, we donot have the control over the traffic
and the averagequeueincreasesor decreaseswith the load
(as shown in Section IV-B). But the aim is to have the}�~ a`^�\*_OadbdcJa-cJa , always equal to the []\#^-_Fa`[]bdc�a`cJa . Henceif
the

}�~ _Fbdc�a`cJa , is greaterthan []\#^`_Oa`[]bdcJa`c�a , at any instant,we
needto increase

egsth�u
which would decreasethe

}�~ _FbdcJa-cJa
sothat it becomesequalto []\*^`_Fa`[]bdc�a`cJa andif the

}�~ _FbdcJa-cJa ,
is lessthan []\#^`_Oa`[]bdcJa-cJa , at any instant,we needto decreasee�sth�u

, to allow the queue,to grow, which would give a better
throughput.Thus to keepa constantqueuewe needto adapt
the

e�sth�u
.

Also we need to set the other parameters like��� � mo\#x fGqC� mVn:r fGq and mVnp� fGq automatically.
The above discussion,leads us to the conclusionon the

requirementof AMECN algorithm;Adapt
e sth�u

in responseto
measuredqueuelengthsandset ��� � mo\#x fGq�� mon:r fGq and mVnp� fGq
automatically, basedon the link speedand target queue.

Every interval (0.5) seconds:
if ( \ ~ _���[]\*^`_Fa`[ and

e�sth�uE� U�Y�� W
)

increase
e�sth�u

:� U�YC���(W | h���j`��fGh�i/j�lpffGh�ikj�lpf | e�sth�u ;e�sth�u U e�sth�u�� � ;
elseif ( \ ~ _ � []\#^`_Fa-[ and

e�s�h�u � U�YC� Y
� )decrease

e�sth�u
:� U�Y��

��� |
fGh�ikj�lpffGh�i/j�lpfp�Js���� ;S�U

� y�� | fGh�ikj�lpfp�Jh���lfGh�i/j�lpf ;e sth�u U e sth�u | S ;
Variables:\ ~ _ : averagequeuesize
Fixed parameters:np��[]a`^ ~ \O� : time; 0.5 seconds[]\#^`_Oa`[ : target for \ ~ _ ;

[ mVnp� f:��� YC� � | v mo\#x f/��y mon
� f:��{ � monp� f]��� YC�   |v mw\#x f/�Ey mon
� f:��{ ]� : increment;
YC���(W | h���j`�QfGh�ikj�lpffGh�i/j�lpf | egsth�uS

: decreasefactor; � y�� | fGh�i/j�lpfp��h���lfGh�ikj�lpf�
: scalingfactor;

YC�
�d� |

fGh�i/j�lpffGh�ikj�lpfp��s��A�
Fig. 2. The Adaptive MECN algorithm

B. Algorithm

The overall Adaptive MECN, which was implementedhas
the following features:R egsth�u

is adaptedto keep the averagequeuesize with a
target rangehalf way betweenminth andmaxth.R egsth�u

is adaptedslowly, over time scalesgreaterthan a
typical round-triptime andin small steps.The time scale
is generally5-10 timesthe typical round-triptime of the
network.R e sth�u

is constrainedto remainwith therangeof [0.01,0.5]R Insteadof multiplicatelyincreasinganddecreasing
e sth�u

,
we use a n additive-increasemultiplicative-decrease
(AIMD) policy.

The algorithmfor Adaptive MECN is given in Figure 2.
The guideline of adapting

egsth�u
slowly and infrequently

allows the dynamics of MECN - of adapting the packet-
dropping probability in responseto changesin the average
queuesize- to dominateon smallertime scales.The adpation
of

e�sth�u
is invoked only as neededover longer time scales.

This time periodis setas0.5 seconds,which in comparableto
RTT (around5 timestheRTT, sinceaverageRTT of terrestrial
networks is approximately100 ms).

The robustnessof Adaptive MECN comesfrom its slow
and infrequentadjustmentof

e�sth�u
. The price of this slow

modification is that after a sharp change in the level of
congestion,it could take sometime,before

egsth�u
adaptsto its

value.But alsoadapting� and
S

makesthis processfasterand
decreasestheresponsetime of thesystem.HenceAMECN has
bettersensitivity than its RED counterpart’Adaptive RED’.

C. Settingthe Parameters

1) Therange for
e sth�u

: The upperboundof 0.5 on
e s�h�u

can be justified because,when operating under the gentle



mode,this would meanthat the packet drop rate variesfrom
0 to

e�s�h�u
, whenaveragequeuevariesfrom mVnp� fGq to mw\#x fGq

(or monpr fGq to mw\#x fGq ) and variesfrom
e�sth�u

to 1.0, if queue
changesfrom mo\#x fGq to 2* mw\*x fGq .

For scenarioswith very small drop rates, MECN will
performfairly robustlywith

egsth�u
setto thelowerbound0.01,

and no one is likely to object to an averagequeuesize less
than the target range.

2) Parameters � and
S

: It takes0.49/� intervals for
egsth�u

to increasform 0.01 to 0.5; this is 24.5 seconds,if � is set
as 0.01(asrecommendedin [2]). Similarly, it takes at least
log 0.02/

S
intervals for

e sth�u
to decreaseform 0.5 to 0.01;

with the default values,which is 20.1 seconds.Thereforeif
thereis a sharpchangein the router load, thenit may take as
long as24.5secondsfor the averagequeueto reachthe target
range.This time is really a long time in network. Hencewe
beleive that � and

S
should also be adapted,accordingto

the position of the averagequeue,with respectto the target
queue.So the value of � and

S
are also recalculatedevery

0.5 secondswhen the
e�sth�u

calculationis done.Taking the
recommendationform [2], that

S � 0.83,we scalethe value
of
S

from 0.83 to 1.0 when averagequeue,variesfrom 0 to
target queue

Thususethe formula given below to adapt
S

.

S¡U
� y

v YC�
�d� |

v []\#^`_Fa-[ y \ ~ _ {k¢ v []\#^`_Oa`[ y monp� {/{ (3)

Setting � againthe recommendationform [2] areincorpo-
ratedwhich says � �

0.25 *
e�sth�u

. So we scale � suchthat
it variesfrom 0 to 0.25 *

egsth�u
, when averagequeuevaries

form target to 0.
Thus formula we useto adapt � is

� U£Y�� �*W | vkv \ ~ _ y []\*^`_Fa`[ {k¢ []\#^`_Fa-[ { | e�sth�u (4)

3) Setting mVn:r fGq � mo\#x fGq and � � : To reducethe needfor
other parameter-tuning, we also give some guidelines for
settingthe mVn:r fGq , mw\#x fGq and � � . The mo\#x fGq is set to three
timesthe mVnp� fGq asrecommendedin [9]. In this casethetarget
averagequeuesize is centeredaround2 * mVnp� fGq . We beleive
that, the target queueshould be kept in the low congestion
region (i.e between monp� fGq and mon:r fGq ), to maximize the
throughput,but at the sametime the monpr fGq shouldnot be too
far from the []\*^`_Fa`[]bdc�a`cJa , sothatwhentheaveragequeuerises
above target,a quick responseto congestionis achived,when
the secondprobability curve, comesinto action. This belief,
led us to setting the mon:r fGq slightly above the []\#^`_Oa`[]bdcJa-cJa .
Thus mon:r fGq was set at 2.25 * monp� fGq ( []\*^`_Fa`[]bdc�a`cJa = 2 *monp� fGq ).

The guidelinesfor setting � � given in [7], areused.From
[7], if thequeuesizechangesfrom onevalueto anotherit takes
-1/ln(1-� � ) packet arrivalsfor theaveragequeueto reach63%
of the way to the new value.Thuswe refer to -1/ln(1-� � ) as
the time constantof the estimatorfor the averagequeuesize.
Following the approachesin [10], [11], in automaticmode
we set ��� as a function of the link bandwidth.For MECN
in automaticmode,we set ��� to give a time constantfor the
averagequeuesizeestimatorof onesecond.Thuswe set
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Fig. 3. Dumb-bellNetwork configurationfor ns simulations

��� U � y a`x(H v y �¸ {
(5)

whereC is the link capacityin packets/second,computed
for packetsof the specifieddefault size.

IV. SIMULATIONS AND RESULTS

A. NSSimulationConfiguration

This sectionillustratesthe generalsimulationconfiguration
we usedfor our simulations.Figure 3, shows the dumpbell
configuration.A Number of sources¹gI , ¹ P , ¹ T ,. . . , ¹ � are
connectedto a router º»I through10Mbps, r ms delay links.
Router º»I is connectedto º P througha 1.5Mbps,40msdelay
link and a numberof destinations¼�I , ¼ P , ¼ T ,. . . , ¼ � are
connectedto the router º P via 10Mbps4msdelay links. The
link speedsare chosenso that congestionwill happenonly
betweenrouters º»I and º P whereour schemeis tested.An
FTPapplicationrunson eachsource.Reno-TCPis usedasthe
transportagent.(The modificationswere madeto the Reno-
TCP).Thepacket sizeis 1000bytesandtheacknowledgement
size is 40 bytes. The number of sourcesis varied to alter
the congestionlevel. The RTT of the flows can be varied by
varying the delay r betweenthe sourceandrouter º I .
B. Illustrating MECN’s Varying QueueSize and AMECN’s
stability

Here we investigatehow MECN and Adaptive MECN
respondto a rapid changein the congestionlevel. The sim-
ulations presentedhere illustrate MECN’s dynamic of the
averagequeuesizevaryingwith thecongestionlevel, resulting
from MECN’s fidex mappingfrom the averagequeuesize to
the packet dropping probability. For Adaptive MECN, these
simulationsfocus on the transitionperiod from one level of
congestionto another.

Thesesimulationsusea simple dumbbell topology with a
congestedlink of 1.5Mbps.Thebuffer accomdates40 packets.
In all simulations� � is setto 0.0027,minth is setto 5 packets,
midth is set to 10 packetsandmaxth is set to 15 packets.

For the simulationin Figure 4, the forward traffic consists
of two long-lived TCP flows, and the reversetraffic consists
of one long-lived TCP flow. At time 25, 20 new flows start,
one every 0.1 seconds,each with a maximum window of
25 packets. This illustrate the effect of a sharp changein
the congestionlevel. The graph in Figure 4 illustratesnon-
adaptive MECN, with the averagequeuesize changingas a
function of the packet drop rate. The dark line shows the



Fig. 4. MECN with increasein congestion

Fig. 5. AMECN with increasein congestion

averagequeuesize as estimatedby MECN, and the dotted
line shows the instantaneousqueue.

The graph in Figure 5 shows the samesimulation using
Adaptive MECN. Adaptive MECN shows a similar sharp
changein the averagequeuesize at time 25. However, after
roughly15 seconds,Adaptive MECN hasbroughtthe average
queuesizebackto thetargerrange,between9 and12 packets.
The simulation with Adaptive MECN shown in Figure 5,
have a slightly highter throughputthan the one with MECN
shown in Figure 4(96.3%instaedof 94.5%),a slightly lower
overall averagequeuesizeanda smallerpacket droprate.The
simulationswith Adaptive MECN illustratethat it is possible,

Fig. 6. MECN with decreasein congestion

Fig. 7. AMECN with decreasein congestion

Fig. 8. ThroughputVs AverageDelay for Dumb-bellConfiguration

but adapting
e sth�u

, to control the relationshipbetweenthe
averagequeuesize and the packet dropping probability and
thus maintaina steadyaveragequeuesize in the presenceof
traffic dynamics.

Figure 6 shows a similar simulation with 20 news flows
startingat time 0 andstopingat time 25. Thesimulationswith
the MECN in Figure 6 shows the decreasein the average
queuesize as the level of congestionchagnesat time 25.
Figure 7 shows the correspondingsimulatin for Adaptive
MECN, which has a similar decreasein traffic at time 25,
but with 15 secondsAdaptive MECN hasbroughtthe queue
backto the target range.The simulatinwith Adaptive MECN
shown in Figure 7, hasa slightly higher throughputto that
of MECN shown in Figure 6(94.5%insteadof 93.4%).

C. Comparisonwith AdaptiveRED

1) Dumb-belltopology: TheAdaptive MECN algorithm,is
closely modelledafter the Adaptive RED [2] algorithm and
henceit becomeimperative that we comparethe performance
of AMECN with ARED. Adaptive RED, is the adaptive
version of RED, where the

egsth�u
is adaptedto keep the

averagequeue,with the target range.The differencebetween
ARED andAMECN, is that in AMECN we usemultiple level
of congestionfeedbackandadaptsalso the parameters� andS

, whereasin ARED we usebinary congestionfeedbackand
usesstatic � and

S
.

Figures 8 and 9 shows a set of simulationswith a single
congestedlink in a dumbbell topology shown in Figure 3,
with 100 long-lived TCP flows. The flows have a RTT which



Fig. 9. MeasuredDelay Vs Target Delay for Dumb-bellConfiguration
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Fig. 10. SimulationConfigurationfor Multiple CongestedGateways

varies from 100ms to 150ms and the simulations include
web traffic and reversepath traffic. The congestedlink has
a capacityof 7Mb. Each point shown in the resultsis from
a single simulation, with the x-axis showing the average
queueingdelay in packets over the secondhalf of the 100-
secondsimulationand the y-axis showing the link utilization
over the secondhalf of the simulation.The simulationswere
carriedout for both AMECN and ARED, for different target
delays.Figure 8 shows the Link Efficiency Vs the Avergae
Delay in the router, for both ARED andAMECN andFigure
9 shows the plot betweenthe Target delays and the actual
MeasuredDelay. We seethatwhile boththeschemesconfirms
very closely to the given target delay, AMECN gives better
throughputfor a given averge delay. Hence AMECN gives
higher throughputfor a given targetdelaythan ARED and a
lesserdelay for a given Link Efficiency.

2) Multiple CongestedGateways: This simulationconfigu-
ration is usedto studythe effect of the algorithmon Multiple
CongestedGateways.The configurationis show in Figure10.
Its a typical parking lot configuration.Different flows in the
network, travel for differentlengths.Thereare4 routersin the
network, º�½ to º T . At routers º�½ and º I 20 flows enterthe
network andleave at º T . In addition20 flows exsist between
eachof thesepairs of nodes º�½ - º I , º I - º�P and º�P - º T . We
intend to show that a system which uses AMECN on all
routershas a better overall throughputthan a systemwhich
usesARED.

The throughputis measuredby measuringthe throughput
of all the individual flows and the thenaddingthemup. The
queuingdelay is got by measuringthe averagequeuingdelay
of eachlink over the simulationperiod and then sumingup
the queueingdelayof the 3 links.

Fig. 11. ThroughputVs AverageDelay For Multiple CongestedLinks

Figure 11 shows theresultsof a setof simulation,for target
queuesfor both AMECN andARED. The target queueswere
setsameon all 3 links. The simulationwas run for 100 secs
andtheresultswereaveragedover the last50 secs.As we can
seethe AMECN givesbetteroverall throughputthanARED,
even in the multiple congestedcase.

V. CONCLUSIONS AND FUTURE WORK

In thispaper, wepresentedtheAdaptiveMulti-LevelExplicit
CongestionNotification scheme,which adapts the MECN
parameter

egsth�u
andautomaticallysetstheMECN parameters� � , monpr f]� and mw\#x f/� . The AMECN, maintains a buffer

queue,which is set accordingto the delay requirementsof
the users.The choice of the target queuesize, is a trade-
off betweenthe link utilization and delay. We show using
simulations that AMECN has better delay and throughput
performancesthan Adaptive RED. We are currently working
on developinga control theorymodel for AMECN.
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