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Abstract

Real-time hybrid testing of civil structures represents a grand challenge in the emerging area of cyber-physical systems. Hybrid testing improves significantly on either purely numerical or purely empirical approaches by integrating physical structural components and computational models. Actuator dynamics, complex interactions among computers and physical components, and computation and communication delays all hamper the ability to conduct accurate tests. To address these challenges, this paper presents initial work towards a Cyber-physical Instrument for Real-time Hybrid Structural Testing (CIRST). CIRST aims to provide two salient features: a highly configurable architecture for integrating computers and physical components; and system support for real-time operations in distributed hybrid testing. This paper presents the motivation of the CIRST architecture and preliminary test results from a proof-of-concept implementation that integrates a simple structural element and simulation model. CIRST will have broad impacts on the fields of both civil engineering and real-time computing. It will enable high-fidelity real-time hybrid testing of a wide range of civil infrastructures, and will also provide a high-impact cyber-physical application for the study and evaluation of real-time middleware.

1. Introduction

Sensing and actuation devices that also can compute and communicate are increasingly crucial to the evaluation and optimized operation of modern structural systems. Using computing and communication (cyber) elements in conjunction with mechanical and structural (physical) elements to manage, monitor and control the behavior of such systems represents a fundamental change in how to interact with these structures. While high-fidelity validation is critical to the acceptance of structural monitoring and control systems, in many applications testing numerous possible scenarios of a new structural control device or a new system is not feasible due to the cost and time required for such a comprehensive test. The scale of civil structures also makes it infeasible to test them fully through empirical techniques alone, due to the tremendous sizes of the structures and requirements regarding loading. For instance, the performance of a new vibration suppression system (e.g., for earthquake or hurricane mitigation) usually cannot be validated at full scale prior to its implementation on a large bridge.

The cost associated with empirical testing prohibits performing more than a few representative tests at small scales relative to the massive sizes of the structures. However, reduced scale testing cannot always capture important behaviors of the full scale structure, even if scaling effects have been carefully considered. Numerical simulation is therefore an equally important technique in modern structural analysis, and has benefited significantly by leveraging hardware innovations that offer improved computational capabilities. However, experimental validation is still essential to examine the underlying assumptions made by the numerical models, especially considering the existence of highly nonlinear elements under extreme dynamic loading.

Hybrid testing, which integrates both physical components of the structure of interest and computational models of other known structural components, thus improves significantly on either purely numerical or purely empirical approaches. Due to the lack of real-time support for hybrid testing, however, hybrid testing at a slow (a.k.a. pseudodynamic) time scale is the state of the art [1], [2], [3], [4]. Unfortunately, testing at such time scales may not reveal critical dynamic system features, necessitating a real-time approach. The leap from slow time scales to real-time raises significant research challenges such as real-time coordination, fault tolerance and control stability. These issues in turn require the development of new kinds of cyber-physical instruments for real-time hybrid testing. In this paper we present our vision and initial work towards such an instrument, a Cyber-Physical Instrument for Real-time Hybrid Structural Testing (CIRST).

The contributions of this paper include: (1) the identification of key limitations of existing approaches to hybrid structural testing; (2) a vision for how CIRST can extend the state of the art to overcome those limitations; and (3) a
case study that validates our approach for a simple hybrid structural testing example, and illustrates the importance of real-time application and platform design for studying real-time scheduling, resource management, and other crucial research topics in this domain.

In Section 2 we discuss the state of the art in both the numerical techniques that drive the computational models during a hybrid test, and the architectures of the platforms that run them. In Section 3 we describe how common themes among those current approaches suggest methods for formalizing reusable solutions in hybrid test development, deployment and execution. In Section 4 we present a case study comparing our proof of concept system with a leading current platform. Finally, in Section 5 we summarize the work and its expected impacts.

2. Limitations of Current Approaches

Traditional approaches for studying structures include numerical simulations and physical testing, though as we noted in Section 1 relying on either approach alone has significant limitations. To overcome the limitations of both approaches, hybrid testing has gained significant attention as a promising means to integrate the benefits of both simulation and physical testing. In this section we examine the state of the art in hybrid testing and note limitations of current approaches which motivate our vision for CIRST.

2.1. Pseudo-dynamic Testing

The concept of pseudo-dynamic (PSD) testing was developed and implemented in the 1980’s to enable meaningful testing of large structures [3], [5]. The approach is to divide the test structure into two portions: a portion involving computation and communication (we term this the cyber portion of the system), and a physical portion involving sensors, actuators, and the test specimen. While most of the structure is numerically modeled and tested on a computational platform, critical components (or those with complex behaviors to be studied) are tested physically to develop a better understanding of their behavior. The common procedure is: within each time step the responses of the numerical substructure are calculated and applied to the physical substructure with hydraulic actuators, and then measurements of the responses from the physical specimen are fed back to calculate the responses of the computational elements at the next time step. Due to the challenges of achieving end-to-end real-time performance and coordination of physical and cyber components, PSD testing is typically non-real-time, in that the test is often significantly slower than the dynamics of the original structure. This approach is shown in the block diagram in Figure 1.

PSD testing has been implemented and proven to be effective for certain classes of structures and behaviors. However, real-time guarantees are necessary when rate dependent physical elements are present in the test, or when coordination and synchronization of cyber elements is necessary for validation. Real-time Hybrid Testing (RTHT) requires the use of computational, electrical, hydraulic and structural components, each with its own associated dynamics that need to be understood and properly compensated, if necessary. Currently the ability to perform real-time hybrid testing is often hindered by the dynamics of actuators and sensors, by the complex interactions between these elements and the physical specimens, and by lags between when the latest approaches to real-time communication and computation become available and when they are integrated into these testing procedures. Furthermore, although purely computational simulations are not temporally constrained, hybrid design, modeling, analysis, and testing involving both physical and cyber components imposes timing constraints on all system elements. Real-time coordination of elements in turn requires precise temporal synchronization, timely interactions and predictive modeling techniques.

Summary: Managing the complexities induced by RTHT over and above PSD testing requires increasingly sophisticated techniques and tools. CIRST will extend the state of the art by easing the design and deployment of hybrid testing experiments and of platforms for running these experiments.

2.2. Compensation for Dynamics

Due to the complex dynamics of the test apparatus and the interactions between it and the tested structure, time delays are inevitably present in each component (e.g. numerical computation, data communication, sensor measurement and actuation devices) of a RTHT system. Without proper consideration of these dynamics, they can introduce errors, e.g., preventing a desired displacement from being applied properly to the test structure. Among all the contributions to this form of experimental error, the hydraulic actuator dynamics and their interaction with the test structure [6] appear to be the most dominant concern [7]. Such error can
be significant and may cause instabilities in the experimental components without proper compensation.

Appropriate compensation for these complex dynamics is essential and has been investigated by several researchers. One widely accepted compensation scheme [8] is to predict the displacement after the delay and input it as the command signal to the actuator. Darby et al. [9] also proposed a method to estimate the delay online within each time step during RTHT, which would be better for capturing the variation in the delay with respect to the stiffness change of the physical substructure and thus may enable a better compensation scheme. Here the error in the delay estimation is assumed to be proportional to the relative position error by an adaptive gain which is the hyperbolic tangent of the velocity. Zhao et al. [10] also derived a nonlinear mathematical model for a servo-hydraulic actuation system. Experimentally it was demonstrated that both an amplitude reduction and a phase lag were introduced in the testing system. These effects were compensated using a first-order phase lead filter. Using more complex methods, an adaptive minimum control synthesis (MCS) [11] strategy was developed to offer the advantage that the dynamics of experimental substructure are not required when designing the controller. Furthermore, a model-based strategy [7] that combines a unity gain low-pass filter as the feed-forward compensator with a feedback proportional gain controller has been developed. This strategy is adopted for the case study presented in Section 4 of this paper.

To solve the equations of motion (EOM) for the structural components in a test, a number of discretization schemes have been adopted and modified for hybrid testing. With nonlinear numerical substructures with a high number of degrees-of-freedom (DOF), the response analysis (numerical integration) takes much longer than signal generation. Nakashima et al. [12] proposed an algorithm to conduct two tasks in parallel but at different rates (running at 10 ms/sample and 1 ms/sample, respectively). This enables refined analysis of complex models while also providing continuous loading to the physical components. Here polynomial extrapolation was first used to generate the command displacement signal, and then interpolation was triggered once the target displacement became available. Darby et al. [13] used the integral form of the EOM in modal coordinates and discretized it by applying a first-order-hold (FOH) equivalence approach. Additional work was presented by Blakeborough et al. [14] who developed an approach to solve the nonlinear numerical problem with less computational effort. This approximation method combines linear mode shape vectors with a reduced basis of additional deformed shape vectors that encapsulate inelastic behavior. An unconditional stable implicit method was chosen as the numerical integration scheme by Shing et al. [15]. Because the number of iterations for each time step to reach convergence is not known in advance, a special iterative method that has a fixed number of iterations was proposed. After the trial displacement was evaluated at the end of iteration, the desired displacement was computed with a quadratic interpolation and imposed on the experimental substructure.

To minimize the error and enforce equilibrium at the end of each time step, a correction was introduced for updating displacement and force in the last iteration. Chen and Ricles [16] developed an explicit algorithm (CR) which has the same accuracy as the well-established Newmark method. By properly assigning stable poles to the discrete transfer function, this algorithm can be unconditionally stable.

**Summary:** As existing compensation techniques are suitable for many real-time hybrid testing situations, CIRST aims first to incorporate those solutions in a reusable manner. If needed to improve particular performance levels, however, we will also consider designing and implementing new compensation algorithms as needed.

### 2.3. System Architectures

System architectures for hybrid testing consist primarily of a target system with the following components: hydraulic actuators and inner loop controllers, sensors, analog-to-digital (A/D) and digital-to-analog (D/A) converters for sensor data input and actuator command output respectively, and target computer hardware for system simulation and control. The target system performs real-time computationally intensive tasks such as solving the equations of motion for test structures, analyzing the analytical substructure and generating actuator commands.

In addition to the target system, a separate host computer is often used for system design, and for monitoring and visualization of test results. Host systems do not require real-time capabilities and are generally realized by standard desktop computers. However, since the target system is the center of a RTHT system and its design has the greatest impact on the accuracy of the entire system and thus on the fidelity of the experiments run with it, in this section we will focus primarily on prior research into the hardware and software aspects of target systems.

There are two major kinds of target systems: proprietary systems with DSP processors, or generic ones based on x86 processors. The system from UIUC [7], for example, uses a dSPACE [17] parallel processing DSP board to provide real-time control. Proprietary hardware usually provides a higher degree of software/hardware integration, which can...
improve system performance and predictability, but may limit flexibility in extending the system.

In software, a controlled system can be specified using high level Simulink models and then compiled into object code for target systems. The object code is then linked with a lightweight real-time kernel which provides basic interrupts and I/O services to generate executables. dSPACE’s TargetLink [17] is an integrated toolset which includes the Simulink model compiler and a real-time kernel to produce executables in their hardware platforms. The xPC target [18] from Mathworks is a similar toolset that targets generic x86 hardware instead. The major benefit of both solutions is that the tools provide streamlined environments from model definition and evaluation to target deployment that requires little programming for basic systems.

However, for more complicated hybrid testing systems with hundreds of degrees of freedom, more complex non-linear material and structural models are needed, which are core elements of the OpenSees [19] open source structural analysis framework adopted by NEES [15]. OpenSees also uses object oriented programming to provide tools for reusably specifying numerical models for simulations. OpenSees is purely for computation of the response of the numerical model, and provides no built-in support for real-time operation. NEES runs it on Phar Lap ETS (an real-time OS which provides a subset of Win32 APIs to minimize the effort for porting desktop application to embedded systems) in order to achieve real-time performance.

**Summary:** Existing solutions provide real-time support, portability of solutions and reusable experiment specifications. However, no single existing platform incorporates all these advantages. CIRST aims to extend the state of the art by incorporating the strengths of existing systems into a single reconfigurable instrument with reusable components.

### 3. Motivation for CIRST

Any architecture designed to support real-time hybrid testing must support the following capabilities: (1) specifying and importing different experiment designs; (2) mapping execution of the simulation model onto available hardware resources; (3) performing I/O to and from digital and/or analog devices; and (4) meeting strict temporal deadlines for execution and I/O.

A key goal of our CIRST project is to develop configurable and reusable components to tackle recurring problems in the design and deployment of real-time hybrid structural testing. Similar design criteria in other domains have led to the design of reusable system software for managing programming complexity in order to create robust systems without sacrificing efficiency and flexibility. In order to realize such an approach, which is essential to our vision for CIRST, we must first consider the specific challenges facing platforms designed for real-time hybrid structural testing.

**Flexible timing mechanisms:** Target platforms for real-time hybrid simulation often adopt a time-triggered architecture, where the system runs at some preset frequency. During a single period the system must first read sensor data, and use that data to both calculate and issue commands to the actuator. This induces a requirement that a platform designed to run real-time hybrid test experiments must first have accurate time triggering. This may be accomplished using either hardware or software mechanisms, as long as the desired timing semantics can be achieved. This suggests that providing the ability to plug into different time-triggering mechanisms by providing common upcalls during which specified code is executed, can increase the portability and applicability of CIRST.

In addition CIRST must be able to provide for interactive control of experiments. This ability must not compromise the real-time execution of simulated components or communication amongst virtual and physical components.

**Porting and deployment:** The simulation run at each time step is the most critical of the real-time operations performed during an experiment. The process of porting this code onto the target platform and deploying it to appropriate computing resources is thus a critical feature of a system architecture for running real-time hybrid tests.

There are several strategies for porting and deployment. The strategy employed by dSPACE, as described previously, is to use a toolset to create executable code from Simulink to be run on the DSP board. This approach has several advantages. It provides dedicated computation via use of parallel processing available on a DSP board. It also allows for experiment code to be specified using high level Simulink models - a familiar programming environment for domain specialists. However, because this approach targets specific hardware the feasible scale of the experiments is limited both by the underlying hardware and by the efficiency of the code generated during this translation step. It does however allow rapid turn-around from experiment design to deployment, and that the approach can be used with minimal complexity by domain experts. Conversely, more general programming languages like C++ might prove more efficient - but at the cost of longer turn around times due to less language level support for needed mathematical operations and greater required end user sophistication.

An ideal balance would be an architecture that allows porting from multiple sources - quick if potentially less efficient deployments created in a environment familiar to the domain expert; or potentially more efficient experiments that in return require longer deployment times and more programming skills from end users, but allow more flexibility in targeting different platforms (for example the ability to spread computation among a cluster of computers). To do this requires an architecture that can both flexibly deploy computations and provide flexibility in how the experiment
can be specified, allowing for both high performance and rapid deployment and testing. This architecture will be in sharp contrast to existing systems that tend to be vertically “stove-piped” in their design, restricting both flexibility in experiment design and specification as well as deployment options.

**Communication, input, and output:** Another common requirement for an architecture for running real-time hybrid testing is to allow input from disparate sources, both analog and digital. For each of these types of input different considerations must be observed - for analog signals this includes caution with the range of acceptable inputs and outputs of physical devices, associated gains for translating voltage into physical units and issues related to frequency and sampling rate. However, it is natural to want to use these inputs interchangeably, and providing a common abstraction for CIRST would greatly simplify development and deployment of experiments.

Communication between architecture components also must be specified in order to reduce development complexity and the potential for error. Analog voltage signals from sensors, for instance, have to be converted into physical units for simulation. This translation can be a potential source of error during experiment design, and can itself be a non-trivial operation, if for instance, compensation for sensor dynamics must occur before the sensor reading can be interpreted. Additionally, signal and command voltage ranges may need to be limited in order to protect experiment equipment or for safety concerns. A system that allows verification of these communication channels - in order to assure that data is being sent converted into proper units - is essential to correct deployment of experiments.

**Holistic reconfiguration:** These different communication and deployment options mean that a system like CIRST must also handle configuration changes in a rigorous manner. For instance, there is a high potential for error as a system is moved from one configuration to another. For instance, different communication paths are necessary when running a simulation only regression test versus a closed-loop real-time hybrid simulation. This configuration changes introduce cross-cutting dependencies. First, in order to replace input from a live sensor with input from a trace file in order to script experiment execution requires several interdependent changes to be made. For instance, gain functions associated with the sensor might need to be bypassed. Secondly, simulations of physical components might need to be included. Instead of sending displacement commands to a physical actuator, commands are instead sent through a actuator simulation and fed back into the system as input.

Another configuration property is ensuring proper shutdown and startup of an experiment. While a single actuator experiment might be very simple to start and stop - the actuator should be moved to some zero displacement at the beginning and end of every test run - this may be a non-trivial operation in experimental setups with multiple actuators or dynamic elements.

Finally, it is desirable that such an architecture be portable, and deployable using a configuration common off the shelf components, greatly reducing the cost of these systems and the need to expensively over-provision research labs for future experiments. In contrast, the specialized hardware and software required for systems like dSPACE can easily run into the tens of thousands of dollars.

### 4. Case Study

In order to test the feasibility of creating such a platform we have designed and implemented a prototype software layer that integrates a commercially available I/O device and C++ and Matlab simulation specifications on a standard Linux machine. To evaluate our configurable approach to real-time hybrid testing, we designed an experiment with the following specific goals: (1) to verify the ability of our prototype platform to run a hybrid test; and (2) to compare the performance and accuracy to a commercially available platform, specifically dSPACE.

We have designed an experiment with identical numerical integration and control schemes on both platforms. We conducted the experiment on a single story, one bay portal frame structure (as in [7]). The structure can be idealized as a single degree-of-freedom system, assuming the beam is rigid with a concentrated mass. A schematic diagram of this specimen is shown in Figure 2. Mass, damping and the left hand column stiffness are all modeled computationally, leaving only the right hand column to be physically tested.

**Figure 2. Test Setup: (a) Computational and Physical Substructures, and (b) Mechanical Model**

To verify the developed real-time control system, a small scale steel compression spring is used to represent an actual cantilevered column. The linear elastic spring has a nominal stiffness of 37.6 kN/m (215 lb/in) and the maximum allowable deflection is 0.07 m (2.77 in). The computational substructure is assumed to have the same stiffness. Mass is taken to be 1910 kg so that system natural frequency is 1 Hz and a damping ratio of 5% is assumed.

A hydraulic actuator is typically used in hybrid structural testing to apply the necessary displacements to the physical
specimen to provide the large forces needed for structural testing. Verification experiments were conducted in the Washington University Structural Control and Earthquake Engineering Laboratory. The lab houses a hydraulic pump that can be operated at 3,000 psi with maximum flow rate of 43 GPM. A Shore-Western 910D double-ended hydraulic actuator is employed as the loading device to drive the test specimen. The actuator has a maximum stroke of 6 inches, with a built-in concentric linear variable differential transformer (LVDT) for ready integration into a position feedback control system. A Schenck-Pegasus 162M servo-valve rated for 15 GPM at 1,000 psi pressure drop is used to control the actuator. The servo-valve has a nominal operational frequency range of 0-60 Hz and is driven by a Schenck-Pegasus 5910 digital controller. An Omega load cell with a range of 1 kip is included in series with the test specimen to measure the restoring force. The experimental setup is shown in Figure 3.

Figure 3. Experimental Setup for Hybrid Structural Testing

![Figure 3](image1)

Figure 4 illustrates the control relationships in our experimental setup [6], [7]. To provide inner loop control to the hydraulic actuator (for stabilization and tracking) a digital controller is used to measure the displacement of the actuator and compute the difference between the command and the measured feedback signal, and then generates an electrical signal to drive the servo-valve spool. Hydraulic flow due to spool displacement causes a pressure difference inside the actuator chambers resulting in a force on the test specimen.

Due to the dynamics involved in this component of the experiment, there is a noticeable lag in the response to commands which requires compensation. To provide compensation, a model is developed for the test equipment. Known models for each component of the hydraulic actuator are employed [20], [6], [7] and the physical substructure can be simplified as a fourth-order linear dynamic system. Parameters of this model may be identified before experiments are conducted using a nonlinear least-squares optimization routine to fit the model to the frequency domain experiment transfer function shown in equation 1:

\[
G_{mu}(s) = \frac{K_p K_v A_{s}}{H(s)}
\]

(1)

where \(H(s) = \frac{V_k}{4 \beta_s K_c} m t^2 + \frac{V_k}{4 \beta_s K_c} m t c_t \tau_v + \frac{V_k}{4 \beta_s K_c} c_t \tau_v + \frac{V_k}{4 \beta_s K_c} k \tau_v s^2 + \frac{V_k}{4 \beta_s K_c} k \tau_v s + k + \frac{K_p K_v A_{s}}{H(s)}\).

A combined feed-forward and feedback control scheme is used to compensate for the actuator dynamics [7]. The primary goal of the compensator is to let the experimental substructure measurement (\(x_m\)) track the desired displacement (\(x_d\)) calculated from the numerical substructure. The transfer function of the experimental substructure described in equation 1 can be expressed in general form in equation 2:

\[
G_{mu}(s) = \frac{K}{\prod_{i=1}^{n} (s - p_{mu,i})}
\]

(2)

where \(K\) is the gain and \(p_{mu,i}\) are the poles of the system. A unity gain low-pass filter is used as the feed-forward compensator which can approximate the inverse of \(G_{mu}\) while also maintaining system stability, as is shown in equation 3:

\[
G_{FF}(s) = \alpha^n \frac{\prod_{i=1}^{n} (s - p_{mu,i})}{\prod_{i=1}^{n} (s - \alpha \cdot p_{mu,i})}
\]

(3)

Here the zeros of the filter are used to cancel the poles of the test structure, and \(\alpha\) takes a value greater than one so that the filter has larger poles which will not interfere with the low frequency dynamics of interest. A feedback proportional controller \(G_{FB}(s) = K_{FB}\) is adopted to address the test structure modeling inaccuracy. Note that the feedback gain needs to be small enough to maintain system stability.

\(\alpha\) needs to be carefully selected for the feed-forward compensator design. As indicated in equation 3, a value of \(\alpha = 1\) is equivalent to non-compensation. On the other hand, when \(\alpha\) approaches infinity, the compensator will behave as the pure inverse dynamics of the test structure. Ideally it can enable \(x_m\) to provide exactly the commanded displacement \(x_d\), but this non-causal system is not acceptable in reality. Too large an \(\alpha\) value can potentially fail in two aspects. Since the hydraulic actuator is inherently a nonlinear device, modeling error due to linear approximation can be largely magnified even cause unbounded high frequency
response. In terms of digital implementation, relatively high compensator natural frequencies are in the same order of magnitude as the Nyquist frequency, and this will cause significant computational error or numerical instability.

Our prototype system is a C++ implementation with software time-triggering using Linux OS time API calls and busy waiting. It runs on a Dual Pentium 4 Xeon 2.40 GHz processor machine with one gigabyte of RAM. For communicating with the analog sensors, we use a National Instruments Data Acquisition Board (BNC-2120 DAB), and interface with it using the vendor provided C API. Experiments can be specified using either Matlab and the Matlab C Compiler (MCC), or natively in C++. At every time trigger event we use a basic version of a generic upcall to execute the appropriate simulation step. Our results reflect a native C++ implementation of the experimental simulation.

For comparative purposes the real-time control system is also implemented using a commercial product. A computer equipped with a dSPACE DS1003 DSP real-time control system is used to perform numerical integration as well as actuator dynamics compensation. The algorithms are implemented in MathWorks SIMULINK and then downloaded to the dSPACE processor using Real-time Workshop. A DS2003 A/D board with 32 channels and a DS 2102 D/A board with 6 channels are used to convert between digital and analog signals at a resolution of 16 bits.

**Results:** An experimental transfer function for the overall physical component was obtained under a band-limited white noise excitation signal with a bandwidth of 50 Hz and root mean square magnitude of 0.0028 inch. Actuator parameters were identified by fitting a curve to the experimental data and the values are shown in Table 1. As can be seen in Figure 5, the curve-fitted model represents the actuator dynamics well so it is used for the controller design to compensate the actuator dynamics. Figure 6 compares the floor displacements under a 2 Hz sinusoidal acceleration input with 7.7 m/s² amplitude. To prevent the maximum displacement from exceeding the physical actuator stroke, the input was scaled down to 1/40 of the original magnitude. The results for the developed system match those for the dSPACE system, and both sets of results follow the simulation results closely as well.

### Table 1. Identified actuator parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p$</td>
<td>4.52e-3 mA/in</td>
</tr>
<tr>
<td>$\tau_v$</td>
<td>38.966 in³/s/mA</td>
</tr>
<tr>
<td>$K_q$</td>
<td>2.53e-6 in³/s/psi</td>
</tr>
<tr>
<td>$\beta_c$</td>
<td>0.858 in²</td>
</tr>
<tr>
<td>$C_f$</td>
<td>1e-6 in³/s/psi</td>
</tr>
<tr>
<td>$V_f$</td>
<td>32.326 in³</td>
</tr>
<tr>
<td>$\rho_e$</td>
<td>59.387 psi</td>
</tr>
<tr>
<td>$m_t$</td>
<td>0.06 lb – s²/in</td>
</tr>
<tr>
<td>$c_t$</td>
<td>17.45 lb – s/in</td>
</tr>
<tr>
<td>$k$</td>
<td>0.2032 lb/in</td>
</tr>
</tbody>
</table>

**Figure 5.** Experimental transfer function vs. model

**Figure 6.** Comparison of floor displacement

### 5. Conclusion

We identify real-time hybrid structural testing as a grand challenge for cyber-physical systems. Actuator dynamics, complex interactions among cyber and physical components, and computation and communication delays all hamper the ability to conduct high-fidelity tests of structures in real-time. We present the motivation and vision of Cyber-physical Instrument for Real-time hybrid Structural Testing (CIRST), which aims to provide a highly configurable and reusable middleware framework for real-time hybrid testing. Preliminary results on a simple hybrid test demonstrate the feasibility of our approach. We believe CIRST will have broad impacts on the fields of both civil engineering and real-time systems. It will enable high-fidelity real-time
testing of a wide range of civil infrastructures, and provide a high-impact cyber-physical application for the study and evaluation of real-time middleware.
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