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Abstract: Scheduling the execution of multiple concurrent tasks on shared resources such as CPUs and network links is essential to ensuring the reliable operation of many autonomic systems. Well-known techniques such as rate-monotonic scheduling can offer rigorous timing and preemption guarantees, but only under assumptions (i.e. a fixed set of tasks with well-known execution times and invocation rates) that do not hold in many autonomic systems. New hierarchical scheduling techniques are better suited to enforce the more flexible execution constraints and enforcement mechanisms that are required for autonomic systems, but a rigorous and efficient foundation for verifying and enforcing concurrency and timing guarantees is still needed for these approaches. This paper summarises our previous work on addressing these challenges, on Markov decision process-based scheduling policy design and on wrapping repeated structure of the scheduling state spaces involved into a more efficient model, and presents a new algorithm called expanding state policy iteration (ESPI), that allows us to compute the optimal policy for a wrapped state model.
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1 Introduction

An autonomic computing system must respond adaptively to varying operating conditions, automatically and without external intervention. The adaptive behaviours that allow such a system to continue to perform under dynamic conditions in turn place varying demands on shared system resources, and the capacities of the system’s resources constrain the possible behaviours of the system.

The design of such autonomic systems, therefore, must strive to meet these timing constraints to the extent possible, which in turn requires adaptive but precise scheduling of system resources to ensure their allocation is feasible for the system’s constraints. How to ensure reliable execution of autonomic computing systems is thus an important and challenging research problem.

Existing approaches to ensuring the verifiably feasible use of system resources online often employ some kind of reference monitor (Irvine, 1999), which mediates all requests for access to system resources according to specified policies. Although reference monitors have been considered most extensively in the contexts of data and network security, separation kernels (ARINC Incorporated Annapolis, 1997; Vanfleet et al., 2005) for partitioning resource use, and user level sandboxes (Garfinkel, 2003; Garfinkel et al., 2004; Goldberg et al., 1996; Provos, 2003) that intercept system calls made by application programs, illustrate the applicability of resource monitors to managing the execution of system activities.

1.1 Limitations of existing approaches

As we discuss in further detail in Section 2, while the user level sandbox and separation kernel approaches offer important features for ensuring feasible use of resources by system activities, these approaches have important limitations. For sandbox approaches, the crucial limitation is in how precisely the desired execution semantics can be enforced, while for separation kernel approaches the limitation is the burden placed on system developers to encode the nuances of complex system dependences according to strict resource separation semantics.

Real-time schedulers (Liu, 2000) offer what amounts to a kind of (admittedly by-passable) resource monitor by ensuring resource feasibility of a set of system tasks.
Although they can offer strong guarantees under non-adversarial conditions, such classical scheduling approaches only apply under very constrained assumptions that do not pertain in many autonomic computing contexts. Hierarchical schedulers (Aswathanarayana et al., 2005; Goyal, 1996; Regehr and Stankovic, 2001; Regehr et al., 2003) offer greater flexibility in enforcing less constrained scheduling policies precisely, and our previous work has shown that integrating hierarchical thread-level scheduling mechanisms within a kernel-level resource monitor is a useful step towards non-bypassable control over the execution of system activities (Migliaccio et al., 2005; Tidwell et al., 2006). However, rigorous analysis of these more advanced scheduling approaches remains a largely open problem, so that for the most part analytical guarantees of resource feasibility under those policies are not currently available.

1.2 Solution approach

To overcome the limitations of existing approaches for ensuring the feasible use of system resources, we have developed new techniques (Glaubius et al., 2008; Tidwell et al., 2008) that are flexible in the policies they can enforce, and within which particular resource monitors can be customised according to their intended use. In this paper, we review those contributions and present a new algorithm for computing optimal scheduling policies.

In Section 3, we describe our method for scheduling policy design (introduced in Tidwell et al. (2008)) that can be tailored to specified workloads, which is based on formalising the problem as a Markov decision process (MDP). The MDP approach is an illustrative example of a more general class of scheduling policy design approaches that could be used in our solution approach, though we defer further consideration of other relevant techniques to future work.

Section 4 describes our technique for wrapping similar regions of the scheduling state space that allows a scheduling policy to be encoded as an MDP with a greatly reduced number of states (Glaubius et al., 2008). It also eliminates the need for setting an artificial time horizon and thus avoids the edge effects associated with our original technique (Tidwell et al., 2008). Because of the compact representation of the MDP, it is easier to create policies derived from more densely sampled states, allowing better approximations of policies with continuous time semantics.

In Section 5, we present the main contribution of this paper, expanding state policy iteration (ESPI), a novel approach that allows us to compute the optimal policy for a wrapped state model, which builds on and amplifies the previous contributions of our research. In Section 6, we discuss how ESPI also elicits the necessary states for verification of the resulting policy. Finally, in Section 7, we summarise the contributions of our research, and describe planned future work.

2 Related work

2.1 Reference monitor approaches

User level sandboxes have been used to intercept system call requests and may record, deny, reorder, replace or dispatch any request. This approach offers significant flexibility because all system calls can be subjected to arbitrary handling by the sandbox. However, sandboxes that do this entirely within user space have difficulty supporting standard
features such as safe and efficient multi-threading (Garfinkel, 2003). Hybrid interposition architectures (Garfinkel et al., 2004), therefore, move part of the sandbox into the kernel, but still rely on the kernel’s native scheduling policies and mechanisms, which do not offer sufficient control over system components such as interrupts (Tidwell et al., 2006), and thus leave system activities vulnerable to accidental or adversarial interference through interaction channels (such as resources shared among threads) that do not pass explicitly through the system call interface.

Separation kernels can provide more stringent enforcement of system policies, but unfortunately existing approaches do so inflexibly, by segregating resources into discrete partitions and strictly controlling communication and other interactions among different partitions (ARINC Incorporated Annapolis, 1997; Vanfleet et al., 2005). For example, the MILS kernel (Vanfleet et al., 2005) partitions memory and CPU resources into separate virtual machines on which processes then execute, controlling not only access to resources, but also communication between processes running in different partitions. Through such strict separation, these approaches allow formal specification and verification (Martin et al., 2000) of resource isolation between the partitions.

The main limitation of existing separation kernel approaches is that application developers must assign processes to resource partitions correctly, so that independent system activities are isolated, but system activities that have inherent dependences can still interact appropriately. This obligation places a significant burden on system designers, and examples of non-adversarial interference between activities of complex autonomous systems, such as the Mars Pathfinder priority inversion problem (Jones, 1997), illustrate that identifying all dependences up front in real-world systems is a daunting task.

2.2 Scheduling techniques

Many thread scheduling policies have been designed and analysed to ensure guaranteed feasibility of resource use in closed real-time systems (Liu, 2000). Most of those approaches assume that the number of tasks accessing system resources, and their invocation rates and execution times, are all well characterised. Real-time systems approaches that allow even basic extensions such as asynchronous task arrival must depend on special services, e.g. admission control (Zhang et al., 2007), to maintain resource feasibility at run-time.

Hierarchical scheduling techniques (Aswathanarayana et al., 2005; Goyal, 1996; Regehr and Stankovic, 2001; Regehr et al., 2003) offer greater flexibility in their ability to enforce scheduling policies adaptively at run-time, according to multi-faceted scheduling decision functions that are arranged hierarchically into a single system scheduling policy. However, there has been little prior work on verification of what guarantees can be made by such hierarchical scheduling policies. Furthermore, verification of scheduling policies that induce thread preemption and require reasoning about continuous time may encounter problems with decidability (Kesten et al., 1999), so that special techniques that exploit knowledge about the structure of the specific scheduling problem (Tidwell et al., 2007) may be needed before the techniques we are developing can be applied to systems with more nuanced execution semantics than the basic system model described in Section 1 (e.g., systems in which an actuator or sensor could be triggered arbitrarily on a continuous time line).
Dynamic programming has long been used for large-scale scheduling problems, such as those encountered in large machine shops (Held and Karp, 1962). A related technique, reinforcement learning (RL) (Sutton and Barto, 1998) (often called approximate dynamic programming), has been identified as a learning technology that holds great promise for the autonomic computing community (Tesauro, 2007). It has been applied successfully to several domains, including computer cluster management (Tesauro et al., 2007), network configuration repair (Littman et al., 2004) and job scheduling (Whiteson and Stone, 2004). However, RL algorithms are typically iterative and, in practice provide an approximation to the optimal solution. This approximation improves over time, as the algorithm sees more training data but, for realistic problems, convergence to the optimal is often slow.

3 Scheduling policy design

The goal of our research is to develop new scheduling techniques that are flexible in the policies they can enforce, particularly in the context of systems with dynamic execution requirements. In this section, we present the foundations of our approach (Tidwell et al., 2008) upon which the new research contributions presented in this paper (Sections 5 and 6) are built.

3.1 System model

In previous work (Tidwell et al., 2008), we proposed an abstract system model in which:

1. multiple threads of execution require mutually exclusive use of a single common resource (i.e. a CPU)
2. whenever, a thread is granted the resource, it occupies the resource for a finite and bounded subsequent duration
3. the duration for which a thread occupies the resource may vary from run-to-run but overall obeys a known, independent and bounded distribution
4. a scheduler repeatedly chooses which thread to run according to a given scheduling policy, dispatches that thread and waits until the end of the duration during which the thread occupies the resource.

This system model establishes a foundation for the kinds of scheduling enforcement problems that can arise in open soft real-time systems built atop commonly used operating systems such as Linux or VxWorks. For example, within the Linux kernel, hard and soft interrupts may be threaded and placed under scheduler control (Tidwell et al., 2007), with different resulting durations of resource occupation for the different kinds of interrupts. As future work, we plan to extend our approach to address issues such as preemption among inter-dependent intervals of execution, which this system model does not support. We represent the state of the system in terms of the resource utilisation of each thread of execution.

3.2 Scheduling decision model

As in Tidwell et al. (2008), our scheduling decision model consists of sequentially deciding to dispatch one of \( n \) threads, whenever the CPU becomes available.
The scheduler’s objective is to maintain the relative resource utilisation for each thread near some target utilisation, encoded in a vector \( u \). Threads release the CPU after some time; the execution time of thread \( a \) is non-deterministic with known distribution \( P_a \). We make the simplifying assumption that run-times for subsequent executions of the same thread are independent, so that historical thread executions do not colour future thread executions.

We represent this scheduling decision model as a MDP. The literature on solving MDPs is quite mature; in this section, we will state a number results that will be useful in this work and refer the interested reader to that literature for a full coverage (Bertsekas and Tsitsiklis, 1996; Puterman, 1994; Rust, 1996).

An MDP is a four-tuple \((X, A, R, P)\), where \( X \) is a set of process states and \( A \) is a set of available actions. The transition function \( P(y|x, a) \) describes the probability of entering state \( y \) after taking action \( a \) from state \( x \). The real-valued expected reward function \( R(x, a) \) indicates the immediate cost or benefit of executing action \( a \) in state \( x \).

A policy \( \pi \) recommends actions in each state of an MDP. Our objective is to discover a policy that maximises the value obtained within the MDP. We focus on the discounted reward setting; given a discount factor \( \gamma \in [0, 1) \), the value of a policy \( \pi \) at a state \( x \) is the discounted cumulative reward obtained by following policy \( \pi \), defined as:

\[
V^\pi(x) = E \left\{ \sum_{t=0}^{\infty} \gamma^t R(x_t, \pi(x_t)) \mid x_0 = x \right\}
\]

(1)

where \( x_{t+1} \) is distributed according to \( P(\cdot \mid x_t, \pi(x_t)) \). This places greater emphasis on rewards that can be reached in fewer steps. In the model described in this paper, the undiscounted case (i.e. \( \gamma = 1 \)), results in \( V^\pi = -\infty \) for any policy \( \pi \), thus some discounting strategy is necessary in order to distinguish between policies. The optimal policy, \( \pi^* \), maximises Equation (1). Its value function \( V^{\pi^*} \), or more compactly \( V^* \), satisfies the system of Bellman equations

\[
V^*(x) = \max_{a \in A} \left\{ R(x, a) + \gamma \sum_{y \in X} P(y \mid x, a)V^*(y) \right\},
\]

(2)

We write this compactly using the Bellman backup operators \( \Gamma_a \) and \( \Gamma \): for any state \( x \) and real-valued function \( V \) over \( X \),

\[
(\Gamma_a V)(x) = R(x, a) + \gamma \sum_{y \in X} P(y \mid x, a)V(y)
\]

(3)

\[
(\Gamma V)(x) = \max_{a \in A} \{(\Gamma_a V)(x)\}
\]

(4)

In this notation, we can write Equation (2) as

\[
V^* = \Gamma V^*
\]

(5)

When \( X \) is finite, we can compute the optimal value function \( V^* \) using one of a number of classical approaches, such as value iteration or policy iteration. We will discuss value iteration here, as it provides concepts that we will use to establish results for the thread scheduling problem. We will discuss the policy iteration algorithm in Section 5, where
we propose an extension to the thread scheduling problem. Both of these algorithms were developed for problems in which \( X \) and \( A \) are finite.

Value iteration computes the value of behaving optimally for \( t \) steps, with \( t \) increasing. By convention, we define \( V_0 = 0 \) and compute \( V_t \) recursively according to

\[
V_t = \Gamma V_{t-1}
\]

The algorithm converges asymptotically on \( V^* \) in the supremum norm when the magnitude of rewards are bounded. In practice, we use \( V_{t} \) for some suitably large \( t \) as an approximation to \( V^* \). Given a value iterate \( V_t \) we can define a greedy policy \( \pi_t \) as

\[
\pi_t(x) = \arg \max_{a \in A} \left\{ \left( \Gamma_a V_t \right)(x) \right\}
\]

(6)

Since \( V^* \) satisfies the fixed point condition \( V^* = \Gamma V^* \), the greedy policy with respect to \( V^* \) is the optimal policy. The closer \( V_t \) is to \( V^* \), the closer the corresponding policy is to the optimal policy (Singh and Yee, 1994). When the set of policies is finite, the greedy policies corresponding to the value iterates generated by value iteration converge in finite time.

3.3 Utilisation state model

In our previous work (Tidwell et al., 2008), the scheduling decision state space consists solely of utilisation states \( x \in \mathbb{Z}_+^n \), where \( \mathbb{Z}_+ \) is the non-negative integers. Component \( x_a \) of \( x \) gives the cumulative historical CPU utilisation of thread \( a \), so that the sum of components \( \sum_{a=1}^n x_a \) is the total CPU usage over the entire system history. Since CPU usage is strictly non-negative, we can write this more compactly as \( \| x \|_1 \), where \( \| \cdot \|_1 \) is the Manhattan distance.

Scheduling actions consist of the decision to run thread \( a \in A = \{1, 2, \ldots, n\} \). We assume that the discrete run-time distributions for each thread \( a \), \( P_a \), are known and are defined over \( \{1, 2, \ldots, \beta \} \). We use these to define the state transition probabilities

\[
P(y \mid x, a) = \begin{cases} P_a(\theta) & y = x + \theta \Delta_a \\ 0 & \text{otherwise,} \end{cases}
\]

(7)

where \( \Delta_a = (\delta_{a1}, \delta_{a2}, \ldots, \delta_{an}) \) and \( \delta_{ah} \) is the Kronecker delta. This means that the system can only move between states that differ only in terms of the utilisation of thread \( a \); the probability of this transition equals the probability \( P_a(\theta) \) that thread \( a \) runs for \( \theta = y_a - x_a \) time quanta.

We formulate rewards in this model based on the deviation from target utilisation \( u \in \mathbb{R}_+^n \). We aim to provide thread \( a \) with a proportion \( u_a \) of the CPU time, with the requirement that the per-thread targets \( u_a \) satisfy \( 0 < u_a < 1 \) and sum to one. The reward function \( R(x, a) \) depends on a penalty function \( r \),

\[
R(x, a) = \sum_{\theta=1}^{\beta} P_a(\theta)r \left( x + \theta \Delta_a \right)
\]

(8)

\[
r(x) = -\| x - u \|_1 u \|_1
\]

(9)

the penalty function is the distance between \( x \) and the target utilisation at time \( \| x \|_1, \| u \|_1 u \). Figure 1 shows this model for an example with two threads.
Figure 1 Utilisation state space graph for a system with two threads (see online version for colours)

Note: Each vertex is a utilisation state; edges represent transitions with non-zero probability. Thread one (arrows pointing to the right) is shown in red, thread two (arrows pointing upward) is shown in black. The target utilisation ray is shown by the dashed arrow. States marked with a hashed pattern achieve target utilisation.

In practice, we cannot work directly in the utilisation state space due to its infinite size. In our previous work, we addressed this by truncating the utilisation state space by adding a termination time; we only considered states with cumulative utilisation less than the termination time $T$. Since the resulting state space is finite, we can apply standard techniques directly. However, the policies obtained from this model suffered from artefacts near the termination time, and so provided poor approximations to optimal policies over the full space.

A further problem with this approach is that the state space is large in both the number of threads $n$ and the termination time. The number of states in this truncated model is $\sum_{i=0}^{T} \binom{n+i-1}{n-1}$, which grows exponentially in $T$ and $n$. In Section 3, we describe a new approach that takes advantage of the similarity of the transition function to preserve optimality while eliminating the dependence on an artificially introduced termination time, by ‘wrapping’ the state space in order to line up states with similar futures.

4 Wrapped state model

To ensure a tractable representation of the utilisation state space described in Section 3, our original work (Tidwell et al., 2008) introduced a fixed time horizon into the model, which enforces a bound on the number of possible utilisation states. This assumption is quite restrictive, since we often do not know in advance the system’s life span, or the intervals of system execution over which scheduling decisions must be evaluated.

In Glaubius et al. (2008), we extended our previous work to eliminate the dependence on a time horizon by taking advantage of recurrence in the system model. As we discuss in this section, that allows us instead to use a discounting scheme that can be thought of as a prior probability that a system will continue to execute from time step to time step and to derive scheduling policies that are optimal to arbitrary planning horizons.
The intuition behind our approach to exploiting recurrence is to notice that the marked states in Figure 1 are highly similar: they have the same reward and the relative distribution of future states is the same. We would expect the optimal policy to prefer the same action in these states. The key idea of our approach is to detect similar states and collapse them together to obtain a smaller, more tractable model.

We say that a system is periodic with period $k$ if and only if $k$ is a positive integer satisfying $ku$ is in $\mathbb{Z}_n$, which means that the utilisation ray (the set of real-valued points obtained by applying positive real scale factors to $u$) passes through utilisation states at regular intervals. For example, in Figure 1, $u = (1/3, 2/3)$, so $ku$ is integer-valued for any $k > 0$ that is a multiple of three. We are particularly interested in the minimum period, which in this case is $k = 3$. Lemma 1 establishes the existence of periodic systems and provides a method for determining the minimum period for a broad class of utilisation-based systems.

**Lemma 1:** Suppose $u = (u_1, u_2, ..., u_n)$ such that for each $a$, $0 < u_a < 1$ is rational, and let $p_a$ and $q_a$ be the least positive integer terms satisfying $u_a = p_a/q_a$, that is, $GCD(p_a, q_a) = 1$. Then the system is periodic with minimum period $k = LCM(q_1, q_2, ..., q_n)$.

**Proof:** Suppose that $l$ is a period. Then for any $a \in A$, $lu_a = l(p_a/q_a) = z_a \in \mathbb{Z}_+$. Therefore, $lq_a = z_a/p_a$, so $z_a/p_a$ is a positive integer. $l = q_a(z_a/p_a)$, so $l$ is a common multiple of $q_1, q_2, ..., q_n$. It follows that $k = LCM(q_1, q_2, ..., q_n)$ is the minimum period of the system.

We use the period of the utilisation state model to wrap the state space. One can visualise our wrapping method in two dimensions as first drawing the utilisation states on a special sheet of paper with the state $(0, 0)$ in the bottom left corner as in Figure 1 and extending to infinity away from that corner. The wrapping procedure consists of rolling up the sheet to form a tube so that the states $\lambda ku$, $\lambda \in \mathbb{Z}_+$, rest atop one another. We treat utilisation states that rest atop one another as equivalent in this wrapped model.

The key idea behind the wrapped state model is that the distance from the initial utilisation $(0, 0, ..., 0)$ is not all that important when choosing how to act. Historical utilisation states matter only to the extent they determine the distribution over future utilisation states, and that distribution only matters to the extent that it predicts the deviation from the utilisation ray. By wrapping up the state space, we are enumerating unique possible deviations from the target utilisation while pruning out states that encode redundant deviation information. This results in a significant reduction in the number of MDP states; further, we can do this without loss of optimality in the scheduling policy for the original utilisation state model.

One interesting note is that we do not need to consider the thread run-time distributions when determining the state wrapping; it depends only on the period and target utilisation vector. This is true under our assumption that the thread run-time distributions are independent of the utilisation state. This allows us to collapse equivalent wrapped states without losing information about the distribution of future states.
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We will show that the value function is periodic with period \( k \), in the sense that the optimal value function \( V^*(x) = V^*(x + \lambda k u) \) for any positive integer \( \lambda \). This relies on the fact that the penalty function is periodic:

\[
\begin{align*}
    r(x + \lambda ku) &= -\| x + \lambda ku - \| x + \lambda ku \|_1 u \|_1 \\
    &= -\| x + \lambda ku - \| x \|_1 u - \lambda ku \|_1 \\
    &= -\| x - \| x \|_1 u \|_1 \\
    &= r(x)
\end{align*}
\]

This holds because \( u, x, k \) and \( \lambda \) are non-negative and \( ||u||_1 = 1 \). As a consequence, the expected reward function is also periodic:

\[
\begin{align*}
    R(x + \lambda ku, a) &= \sum_{\theta=1}^\beta P_{\theta}(\theta) r(x + \Delta_a \lambda ku \\
    &= \sum_{\theta=1}^\beta P_{\theta}(\theta) r(x + \Delta_a) \\
    &= R(x, a)
\end{align*}
\]

With these results, we can show that the optimal value function is also periodic.

**Theorem 1**: For all states \( x \) and non-negative integers \( \lambda \),

\[
    V^*(x) = V^*(x + \lambda ku)
\]  (10)

**Proof**: We will inductively show that, for all \( x \), \( V^*(x) = V^*(x + \lambda ku) \) by showing that \( V(x) = V_t(x + \lambda ku) \). Initially, \( V_0 = 0 \), so it is trivially true that \( V_0(x) = V_0(x + \lambda ku) = 0 \).

Suppose \( V_t(x) = V_t(x + \lambda ku) \). Then for any \( a \in A \),

\[
\begin{align*}
    (\Gamma_a V_t)(x) &= R(x, a) + \gamma \sum_{\theta=1}^\beta P_{\theta}(\theta) V(x + \Delta_a) \\
    &= R(x + \lambda ku, a) + \gamma \sum_{\theta=1}^\beta P_{\theta}(\theta)V_t(x + t\Delta_a + \lambda ku) \\
    &= (\Gamma_a V_t)(x + \lambda ku)
\end{align*}
\]

Therefore,

\[
V_{t+1}(x) = \max_{a \in A} \left\{ (\Gamma_a V_t)(x) \right\}
\]

Since, the per-action Bellman operators \( \Gamma_a \) agree on periodic states \( x \) and \( x + \lambda ku \), the greedy policy agrees at these states as well. Since the optimal policy is greedy with respect to the optimal value function, and the optimal value function is periodic, the optimal policy is periodic.

The implication of this result is that if a set of states can be parameterised in terms of some canonical state \( x \) and displacements \( \lambda ku \), then we only need to estimate and store a
value for one member of that set. These states are equivalent with respect to the value function, so it is sufficient to construct a policy that makes decisions based solely on which equivalence class of states the current utilisation state belongs to. We compute the value for the ‘smallest’ member of equivalence classes of states \( \{ x + \lambda ku : \lambda \in \mathbb{Z}_+ \} \) given \( x \in \mathbb{Z}_+^n \), which we can think of as wrapping up the state space in the direction \( u \). To describe this wrapping procedure formally, we define the wrapping function,

\[
w(x) = x - \lambda_x ku, \quad \lambda_x = \max \{ \lambda \in \mathbb{Z}_+ : \forall a \in A, x_a - ku_a \geq 0 \}
\]  

(11)

\( w(x) \) denotes a vector modulo operation with modulus \( ku \). Using Theorem 1, we know that every state \( x \) with \( w(x) = y \) has the same value, so we only need to compute the value at these states. In Figure 1, the marked states are equivalent to each other and to all other utilisation states along the utilisation ray.

The transition function between wrapped states is defined by analogy to Equation (7):

\[
P(w(y) | w(x), a) = \begin{cases} 
P_a(\theta) & w(y) = w(x + \theta \Delta_a) \\
0 & \text{otherwise}
\end{cases}
\]  

(12)

One concern could be that \( \theta \) may not be unique: that \( w(y) \) equals both \( w(x + \theta_1 \Delta_a) \) and \( w(x + \theta_2 \Delta_a) \), with distinct values \( \theta_1 \) and \( \theta_2 \). Suppose that this is the case. Then

\[
w(x + \theta_1 \Delta_a) = w(x + \theta_2 \Delta_a) \\
x + \theta_1 \Delta_a - \lambda_1 ku = x + \theta_2 \Delta_a - \lambda_2 ku \\
(\theta_1 - \theta_2) \Delta_a = (\lambda_1 - \lambda_2) ku
\]

If \( \lambda_1 = \lambda_2 \), then \( \theta_1 = \theta_2 \). If \( \lambda_1 - \lambda_2 \neq 0 \), \( u = \Delta_a (\theta_1 - \theta_2) / [k (\lambda_1 - \lambda_2)] \) a degenerate target utilisation in which only thread \( a \) should be utilised. We are not concerned with such cases because the optimal scheduling policy is then trivial. Therefore, the transition model in Equation (12) is well-defined. Figure 2 illustrates this wrapping method on the example from Figure 1. This process basically takes the original collection of utilisation states and deletes all of the utilisation states that are componentwise no less than \( ku \), then reattaches transitions to deleted states to their equivalents among the wrapped states.

The wrapped state MDP consists of the set of states \( X = \{ w(x) : x \in \mathbb{Z}_+^n \} \), the same set of actions \( A \) as in the utilisation state model, and reward function \( R \) and transition function \( P \) restricted to the wrapped states as described above. A useful equivalent definition for the state space is that \( X = \{ x \in \mathbb{Z}_+^n : x = w(x) \} \). Since for any state \( x = w(x) + \lambda ku \) for some \( \lambda \in \mathbb{Z}_+ \), Theorem 1 applies, \( V'(w(x)) = V'(x) \). It follows that \( \pi'(w(x)) \) on wrapped state \( w(x) \) is the optimal action at each equivalent state in the utilisation state model.

The wrapped state model does not immediately cure all the problems of the original unbounded utilisation state model. The set of states is still infinite, so we are no more able to compute the value function exactly over \( X \) than we were able to over all of \( \mathbb{Z}_+^n \). However, because of the wrapping of the state space, there is only a finite number of good states − for example, there is only one state, 0, that corresponds to perfect utilisation. In the next section, we use this observation to derive an algorithm, ESPI, that is able to compute good policies and exactly evaluate their value by looking at only finitely many states.
Figure 2 The wrapped state model corresponding to the utilisation state model in Figure 1 (see online version for colours)

Note: Vertices represent equivalence classes and edges represent transitions for thread one (red) and thread two (black).

5 Policy iteration

To compute the optimal policy for a wrapped state model (described in Section 4), we have extended our previous work with a novel approach based on policy iteration (Puterman, 1994), which we present in this section. Policy iteration (PI) is a dynamic programming approach to solving an MDP. In addition to the backup operators $\Gamma$ and $\Gamma_a$ (Equations (3) and (4)), we define the policy backup operator $\Gamma_\pi$ for policy $\pi$ in terms of the per-action operator $\Gamma_\pi(x)$,

$$ (\Gamma_\pi V)(x) = (\Gamma_{\pi(x)} V)(x), $$

which backs up the value of following $\pi(x)$ at each state $x$.

Whereas, value iteration begins with an initial value function and tunes it asymptotically towards the optimal value function, policy iteration begins with an initial policy $\pi_0$ that is tuned towards optimal. In finite state and action MDPs, policy iteration is guaranteed to converge in finite time. PI consists of repeating two steps, policy evaluation and policy improvement, until the policies generated cease to change.

Policy evaluation: given the current policy $\pi$, its value function $V^{\pi}(x)$ is the long-term expected reward for following $\pi$ starting at the state $x$. It satisfies the fixed-point condition

$$ V^{\pi I} = \Gamma_{\pi I} V^{\pi I} $$

If $X$ is finite, we can solve for $V^{\pi I}$ as a finite system of linear equations. Let $R^{\pi}$ be the $n$-vector of rewards $R^{\pi}(x) = R(x, \pi(x))$, and $P^{\pi}(y|x)$ be the $n \times n$ matrix of transition probabilities $P^{\pi}(y|x) = P(y|x, \pi(x))$. Then, we can formulate the fixed point condition as

$$ V^{\pi I} = R^{\pi I} + \gamma P^{\pi} V^{\pi I} $$

(14)
which we can then solve for $V_{\pi_i}$ using standard algebraic techniques.

**Policy improvement:** in the policy iteration step, the algorithm checks whether the current policy could yield greater value by switching its action at each state. This corresponds to evaluating the value of executing action $a$ at the current state, then following $\pi_i$ afterwards:

$$\pi_{i+1}(x) = \arg \max_{a \in A} \left\{ (\Gamma_a V_{\pi_i})(x) \right\}$$

This is guaranteed to yield a policy that is closer to optimal than the previous policy $\pi_i$.

The policy iteration algorithm as described above is only feasible when state space is finite. The wrapped state model of the thread scheduling problem defines an MDP that is discrete, but with infinitely many states. We now describe our ESPI algorithm, which allows us to compute the optimal policy for a wrapped state model.

### 5.1 Expanding state policy iteration

In the wrapped state model, the cost of entering a state $x$ is the 1-norm distance from the point on the target utilisation ray with the same cumulative utilisation, $||x - tu||_1$, where $\tau = ||x||$. This implies that if we were to repeatedly execute the same thread, we would naturally see progressively worse utilisation states. This is to be expected, since this one thread would be increasingly over utilised while the rest would starve.

This indicates that any good policy will avoid over- or underutilising any thread beyond some tolerance. Some notation: state $x$ lies in the **horizon** $\tau = ||x||$. The **target share** for thread $a$ in horizon $\tau$ is $tu_a$. If $x_a > ||x||u_a$, then $a$ is over utilised in $x$; if $x_a < ||x||u_a$, it is underutilised.

ESPI takes advantage of this intuition about the behaviour of reasonable policies by explicitly representing only those states that are necessary in order to perform policy evaluation and improvement given a collection of initial states $X_I \subseteq X$; for instance, $X_I = \{0\}$ in the thread scheduling problem. In addition to the policy evaluation and improvement steps, ESPI also includes a state expansion step.

ESPI begins with the initial policy $\pi_0$ and initial states $X_I$. Then, at each iteration $t = 0, 1, \ldots$, the following steps occur. **State expansion:** this consists of three steps

1. construct a state set $X_t$ from $X_I$ by recursively adding states that are reachable from $X_t$ under the policy $\pi_t$
2. build a second state set, $Y_t$, that includes $X_t$ and all of the states that are reachable from $X_t$ by applying any single action
3. Close $Y_t$ by recursively adding states that are reachable from $Y_t$ under $\pi_t$

**Policy evaluation:** evaluate $V_{\pi_t}$ over all of the states in $Y_t$. **Policy improvement:** perform policy improvement over the states in $X_t$. If the policy does not change, halt.

The ESPI algorithm is described in pseudocode in Algorithm 1. The policy evaluation and improvement steps are almost identical to their counterparts in standard PI. Our contribution, the state expansion step, is significantly more involved. We will discuss each of these steps in detail.
Algorithm 1 ESPI \((X_I, \pi_0)\)

for \(t = 0, 1, 2, \ldots\) do
\[
X_t := C_{\pi_t} X_I
\]
\[
Y_t := C_{\pi_t} \left( \bigcup_{a \in A} C_a^I X_I \right)
\]
\[
V_t := \left( I - \gamma P_{Y_t}^T \right)^{-1} R_{Y_t}^T
\]
\[
\pi_{t+1}(x) := \begin{cases}
\arg \max \{ (\Gamma_{a,y} V_t)(x) \} & x \in X_t \\
\pi_0(x) & x \not\in X_t
\end{cases}
\]
if \(\pi_{t+1} = \pi_t\), return
end for

5.2 State expansion

State expansion consists of constructing an evaluation set \(X_t\) and an improvement envelope \(Y_t\). The evaluation set \(X_t\) is constructed from the initial states \(X_I\) by taking its closure under the current policy \(\pi_t\), i.e., \(X_t = C_{\pi_t} X_I\). We define this closure operator recursively for states \(Y\) and policy \(\pi\) as follows:

\[
C^0_{\pi} Y = Y
\]
\[
C^{k+1}_{\pi} Y = C^k_{\pi} Y \cup \{ y \in X : \exists x \in C^{k-1}_{\pi} Y, P^\pi(y \mid x) > 0 \}
\]
\[
C^\infty_{\pi} Y = C^\infty Y
\]

where \(P^\pi(y \mid x) = P(y \mid x, \pi(x))\). In this formulation, \(C^k_{\pi} Y\) is the set of states that can be reached in \(k\) or fewer steps from \(Y\) and \(C^\infty_{\pi} Y\) is the set of states that can be reached from \(Y\) in any number of states. This can be computed using graph search methods.

The evaluation set \(X_t\) is sufficient to evaluate \(V^\pi_{\pi_t}\) at any \(x\) in \(X_t\):

\[
V^\pi_{\pi_t}(x) = R^\pi_{\pi_t}(x) + \gamma \sum_{y \in X} P^\pi_{\pi_t}( y \mid x ) V^\pi_{\pi_t}(y)
\]

and by closure we are guaranteed that if \(x\) is in \(X_t\) and \(P^\pi_{\pi_t}( y \mid x ) > 0\), then \(y\) is also in \(X_t\). However, \(X_t\) is not sufficient to perform policy improvement, since this requires computing

\[
(\Gamma_{a} V^\pi_{\pi_t})(x) = R(x,a) + \gamma \sum_{y \in X} P(y \mid x, a) V^\pi_{\pi_t}(y)
\]

for any \(a\), and there may be successors states that are not in the evaluation set. Therefore, it is necessary to construct the evaluation envelope \(Y_t\).
In order to evaluate the operator in Equation (15), \( Y_t \) must contain all of the successor states of \( X_t \) under every action,

\[
\bigcup_{a \in A} C^d_a X_t
\]

If \( x \) is in \( X_t \), then for every action \( a \), if \( P(y|x, a) > 0 \), then we include \( y \) in our improvement envelope. This allows us to perform the backup in Equation (15) given \( V^\pi_t \), but is not sufficient to evaluate the policy’s value function at the states that are in the improvement envelope but not in the evaluation set, since the current policy may take the system outside of the improvement envelope. In order to address this, we close the improvement envelope under the policy, so that

\[
Y_t = C_\pi \left( \bigcup_{a \in A} C^d_a X_t \right)
\]

At this point, \( Y_t \) is sufficient to perform policy evaluation, which is sufficient to perform policy improvement over \( X_t \).

Thus far, we have ignored computability of the closure operator. In general, the closure may be infinite. For example, in the thread scheduling problem the policy \( \pi = a \) has infinite closure on any non-empty state set. We discuss this issue in detail in Section 6.

5.3 Policy evaluation

Policy evaluation in ESPI has only minor differences from its standard PI counterpart. There are two differences, which have to do with the policy and state representations.

In a finite MDP, a policy can be represented using a lookup table. In ESPI we cannot represent a policy for every state using a lookup table. Instead at each iteration \( t > 0 \), we only store the current policy \( \pi_t \) explicitly for the evaluation envelope \( X_{t-1} \) from the previous iteration. Everywhere else, we use an implicitly defined default policy \( \pi_0 \). For example, the greedy policy \( \pi_0(x) = \arg\max_{a \in A} \{R(x, a)\} \) can be computed cheaply given the problem model.

The second difference is that we are only able to evaluate the value function for a given policy over a finite subset of the state space. In Algorithm 1, we indicate this by computing partial value functions \( V_t \) that are defined only over the improvement envelope \( Y_t \). Since \( Y_t \) is closed under \( \pi_t \), \( V_t \) and \( V^\pi_t \) agree everywhere in the improvement envelope.

In Equation (14), we define policy evaluation as a system of linear equations that can be solved to obtain \( V^\pi_t \). The transition matrix \( P^\pi_t \) and reward vector \( R^\pi_t \) are infinite dimensional objects, so we perform policy evaluation with respect to their restrictions to the improvement envelope \( Y_t \), the \(|Y_t| \times |Y_t|\) matrix \( P^\pi_{Y_t} \) and \(|Y_t|\)-vector \( R^\pi_{Y_t} \).
5.4 Policy improvement

As with policy evaluation, policy improvement remains fundamentally unchanged from the standard algorithm. We define the restricted per-action backup operator \( \Gamma_{a,Y} \) for action \( a \) on the state set \( Y \) and function \( V: Y \to \mathbb{R} \) as

\[
(\Gamma_{a,Y} V)(x) = R(x,a) + \gamma \sum_{y \in Y} P(y \mid x,a) V(y)
\]

Since \( Y_t \) contains all of the successors of \( x \) under action \( a \) for any state \( x \) in the evaluation set \( X_t \), \((\Gamma_{a,Y} V)(x) = (\Gamma_a V)(x)\).

As we described above, we cannot represent the policy everywhere, but after the policy iteration step \( \pi_{t+1} \) is defined explicitly on every state in the evaluation set. Since \( \pi_0 \) is invariant to iterations, we only need to check if \( \pi_{t+1} \) changed for any \( x \in X_t \); if it did not, then we terminate ESPI.

6 Discussion

Termination: since ESPI continues until it encounters the same policy twice, a natural consideration is whether or not the algorithm terminates. Two conditions are necessary to guarantee this:

1. the closures \( X_t \) and \( Y_t \) computed at each iteration are finite
2. ESPI requires only finitely many iteration before the policy does not change.

We will show that the closures \( X_t \) and \( Y_t \) are finite under certain assumptions about the default policy \( \pi_0 \) and the initial state set \( X_0 \), and provide an argument that the algorithm will terminate after finitely many iterations.

We will first show that the closures are finite. The intuition is that since \( r(x) \) is the distance from the target utilisation ray, \( \|x - \|x\|u\|u\| \), these states form a tube. Because of the way that states wrap, the tube has finite size.

Lemma 2: Let \( T_\rho = \{x \in X : \|x - \|x\|u\|u\| \leq \rho\} \) be a tube with radius \( \rho \). For any \( \rho < \infty \), \( |T_\rho| < \infty \).

Proof: Let \( X_\tau = \{x \in X : \|x\| \leq \tau\} \) for non-negative integer \( \tau \). Since for any \( x \in X_\tau \) each component \( x_a \) is between 0 and \( \tau \), \( |X_\tau| \leq \tau^n \) is finite. Let \( T_\rho = X_\tau \cap T_\rho \). We have \( T_\rho = \bigcup_{\tau=0}^{\infty} T_{\rho,\tau} \), so the remainder of our proof consists of showing that for sufficiently large \( \tau \), \( T_{\rho,\tau} \) is empty.

Let \( x \in X_\tau \). This means that \( w(x) = x \), which implies that for some thread \( a, x_a < ku_a \). If we choose \( \tau \geq k \), then \( x_a < ku_a < tu_a \). Since \( \|x - tu\| = \sum_{b \in A} |x_b - tu_b| \), we have

\[
\|x - tu\| \geq x_a - tu_a = tu_a - x_a > tu_a - ku_a
\]
Therefore, if for all \( a, r \geq \rho / u_a + k \), then \( \| x - tu \| > \rho \). It follows that for all \( r \geq \rho / u_a + k \), if \( x \) is in \( X_r \), then it can not be in \( T_r \), so \( T_{\rho,1} \) is empty. Therefore \( T_{\rho} \) is the finite union of finite sets, and so is finite.

Using Lemma 2, we can show that any finite set \( Y \subset X \) has finite closure under any policy \( \pi \) in a particular class of attractive policies. The necessary attractive condition is that \( \pi \) can put the system in a worse state – one that is farther from target utilisation – in only finitely many states. Since this set is finite, we can draw a tube that contains both these states and \( Y \). All possible successors of states in this tube under \( \pi \) lie inside an outer tube since run-times are bounded above. In this outer tube, \( \pi \) is guaranteed to push the system towards target utilisation, so it contains its own closure. Since \( Y \)'s closure is inside this tube, Lemma 2 implies that it is finite. We now state this result formally:

**Lemma 3.** Let \( Y \subset X \) be finite and let \( \pi \) be a policy. Define

\[
U_\pi = \{ x \in X : \exists y \in s(x, \pi(x)), \| x - | x | u \| \leq \| y - \| y | u \| \}
\]

as the set of states in which \( \pi \) may result in a state that is farther from target utilisation, where \( s(x, a) \) is the set of successors of \( x \) under action \( a \). If \( U_\pi \) is finite, then \( C_\pi Y \) is finite.

**Proof.** Let \( \rho = \max \{ \| x - | x | u \| : x \in Y \cup U_\pi \} \) be the maximum distance from target utilisation among states in \( Y \) and \( U_\pi \), so that \( U_\pi \cup Y \subseteq T_\rho \). Let \( x \) be a state inside this tube, and let \( y = s(x, \pi(x), t) \) be a successor of \( x \) for some run-time \( t \in \{ 1, 2, \ldots, \beta \} \). Then

\[
\| y - \| y | u \| \leq \| s(x, \pi(x), t) - \| s(x, \pi(x), t) | u \| \leq \| x + t\Delta_{\pi(x)} - \| x | u \| \leq \| x - \| x | u \| \leq \rho/2 \beta
\]

which follows from \( t \leq \beta \) and \( \| \Delta_a - u \| < 2 \). Since \( x \) was chosen arbitrarily, this implies that the successors of \( T_\rho \) under \( \pi \) are contained inside an outer tube \( T_{\rho + \beta} \). Thus, the successors of any state in \( T_{\rho + \beta} \) are also in \( T_{\rho + \beta} \). If it is in \( T_\rho \), then we have shown above that its successors are in \( T_{\rho + \beta} \), and if it is in \( T_{\rho + \beta} \), then \( \pi \) always decreases the distance to target utilisation, and so remains \( T_{\rho + \beta} \). Therefore, \( C_\pi Y \subseteq T_{\rho + \beta} \), and so \( C_\pi Y \) is finite.

Lemma 3 is sufficient to guarantee that the closures \( X_i = C_{\pi_i} X_i \) and \( Y_i = C_{\pi_i} (\bigcup_{a \in A} C_{\pi_i} X_i) \) are finite. We require that the initial states \( X_i \) policy \( \pi_0 \) provided to ESPI satisfy the conditions of the lemma. Then, we can proceed inductively: finiteness of \( X_0 = C_{\pi_0} X_0 \) follows from the lemma. \( \bigcup_{a \in A} C_{\pi} X_0 \) is finite since \( X_0 \) is finite and every state has finitely many successors, so \( Y_0 \) is finite. Suppose \( X_i \) is finite. \( \pi_{i+1} \) is explicitly defined only on \( X_i \), elsewhere it is equivalent to \( \pi_0 \), so it satisfies the conditions of the lemma. Thus \( X_{i+1} = C_{\pi_{i+1}} X_i \) is finite, and since \( X_{i+1} \) is finite \( Y_{i+1} \) is finite by the same argument that demonstrated finiteness of \( Y_i \).

The above guarantees that each iteration of ESPI terminates. This is necessary but not sufficient to guarantee termination, since if we it was able to improve the policy at each iteration, it would still run forever. We will argue informally that this can not occur. First, notice by the monotonicity lemma from, for instance, Bertsekas and Tsitsiklis (1996), we are guaranteed that \( \pi_{i+1} \) is no worse than \( \pi_i \) on any state. This result continues to hold for
ESPI because the restricted backup operators $\Gamma_a$ and $\Gamma_{\pi}X$, $Y$, agree with the unrestricted operators $\Gamma_a$ and $\Gamma_{\pi}$ at every state in $X$ and $Y$, respectively. This means that the policies considered are strictly increasing in quality, since if $\pi_{t+1}$ and $\pi_t$ have the same value on every state in $X$, we terminate the algorithm.

Monotonicity implies that ESPI always strictly improves its policy between iterations. As a consequence, if ESPI does not terminate, it must expand larger and larger parts of the state space. To see this, suppose we could draw a tube $T_p$ with finite radius that contains every $X$, expanded. Since $T_p$ is finite and the set of threads are both finite, there are only finitely many policies that we could consider, and we would terminate. Therefore, we cannot draw a bounding tube. This means that if ESPI does not terminate, it must add progressively worse states – states with poor utilisation – to the state closures. This means that the corresponding policies have some probability of entering these poor states. Since run-times are bounded, the successors of these states are also quite poor, so there is little value to expanding into these states. Therefore, we expect that for some sufficiently large tube, the cost of any trajectory that visits states outside of this tube would be prohibitively expensive, and so any policy that does so would be worse than a policy that does not leave this tube.

It is important to note that these results are only sufficient to guarantee that ESPI provides a locally optimal policy, since at every state in the closure of the final policy there is no action that would improve it with respect to the policy’s value function restricted to a finite state set, but thus far we have not been able to demonstrate that a two-step or more trajectory would fail to improve the policy. This would be the case if, for example, it was necessary to move into a high penalty state in order to reach a state with penalty near zero. It seems that the structure of the thread scheduling problem ought to prohibit this case.

Verification: because verification relies on a closure operator equivalent to that employed in the ESPI algorithm, it is implicit that we can apply verification techniques to the policies obtained by our methods.

Verification of properties over policies can be accomplished by using model checking techniques over the state space formed by the closure of the initial states over the final policy. Queries, in the form of temporal logic expressions can be evaluated over this state space provided that:

1. all reachable states are present, which is guaranteed by the closure property
2. the transition between the states is known, which can be derived in a straight-forward fashion from the state space enumeration, the wrapping function and the thread run-time distributions.

In fact, it would be possible to perform verification at each iteration of the ESPI algorithm if the computational costs are not prohibitive. For example, if it turned out the final policy did not satisfy some desired property it would be possible to ‘roll back’ to the latest policy that did. At each iteration in the ESPI algorithm the current policy would run through a verification step and store that policy if it does violate the desired properties. Since each policy is guaranteed to be better than the policies produced in previous iterations, we would only need to store the last such policy.
One potential alternative to storing known good previous policies would be to use violation of desired properties as a mechanism for performing policy improvement. This would allow us to restrict ourselves to exploration of a space of policies that satisfies such properties.

7 Conclusions and future work

Our research has developed an approach to scheduling policy design for autonomic systems, in which we first derive a utilisation state space model that is particular to the thread behaviour in each distinct system. Taking advantage of the periodic similarity of utilisation states we then condense them into wrapped state models, which is a crucial advance towards efficient design and analysis of scheduling policies. Together, these are important steps towards designing verified autonomic systems with specialised scheduling policies, which we have reported in our previous work (Glaubius et al., 2008; Tidwell et al., 2008).

In this paper, we have extended that approach with ESPI, an algorithm for generating scheduling policies from the wrapped state models. We have shown that under reasonable assumptions, the algorithm terminates with a locally optimal policy. We also provide an intuition for how in future work verification could be incorporated within each iteration of the algorithm, for checking policies and using violations as a mechanism for policy iteration.
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