Abstract—Time utility functions can describe the complex timing constraints of real-time and cyber-physical systems. However, utility aware scheduling policy design is an open research problem. Previously we solved a Markov Decision Process formulation of the scheduling problem to derive value-optimal scheduling policies for systems with periodic real-time task sets and stochastic non-preemptive execution intervals. However, the complexity of computing solutions and their policy storage requirements necessitate the exploration of scalable solutions. In this paper we generalize the Utility Accrual Packet Scheduling Algorithm. We compare several heuristics to Markov Decision Process policy evaluation under soft and hard real-time conditions, different load conditions, and different classes of time utility functions. Based on these evaluations we present guidelines for which heuristics are best suited to particular scheduling criteria.

I. INTRODUCTION

Emerging classes of real-time systems, particularly cyber-physical systems with tightly coupled computational and physical semantics, present special challenges for scheduling policy design. As with traditional real-time systems, satisfying timing constraints is critical to the safe and correct operation of these systems. However, their diverse timing constraints and features such as stochastic non-preemptive execution intervals of tasks fall beyond the capabilities of traditional real-time analysis and design techniques. Time utility functions (TUFs), which map tasks’ completion times into measures of the utility of completing them, can be used to represent such diverse timing constraints under a common representation. Utility aware scheduling policies then can be designed with the goal of maximizing system-wide utility accrual. However, the design of such scheduling policies remains an open research topic.

In previous work [1], we proposed a method for offline design of utility aware scheduling policies for systems with non-preemptable periodic tasks whose job durations are stochastically distributed. By representing these scheduling problems as Markov Decision Processes (MDPs), for each task set we were able to define a measure (called the value) of a scheduling policy’s expected long term utility accrual with which to choose a policy. However, those techniques are limited by the exponential cost of computing value-optimal scheduling policies.
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To address that limitation, in this paper we use a similar method of analysis to evaluate the effectiveness of different on-line scheduling heuristics. The three main contributions of this paper are: (1) UPA α and Pseudo α, which generalize the Utility Accrual Packet Scheduling Algorithm (UPA) [2] to handle tasks with stochastically distributed non-preemptive execution intervals and arbitrary TUF shapes; (2) an empirical evaluation of relevant on-line heuristics across different classes of TUFs, load demands, and consequences for missing deadlines (i.e., hard versus soft real-time semantics); and (3) guidelines for selecting heuristics under different TUF, load, and deadline criteria, based on that evaluation.

This paper is organized as follows. In Section II we provide a brief survey of related work. Section III describes our system and task model. In Section IV we introduce UPA α and Pseudo α and describe other relevant heuristics that are compared to them in Section V. Section VI offers conclusions including guidelines for using different heuristics, and proposes directions for future work.

II. RELATED WORK

Distributed tracking systems [3] have used utility curves to describe the value of associating raw radar data with active tracks as a function of time. Time utility functions are also well suited for use in control systems. Control loops may become unstable due to inter-job jitter [4]. Time utility functions can describe sensitivity to this jitter to better schedule jobs such as actuation and sensing [5]. Utility also has been proposed as a way to schedule communication traffic in control area networks in order to guarantee cyber-physical properties such as cruising speeds in automobiles [6].

The concern addressed in this paper - scheduling tasks with stochastic non-preemptive execution intervals - is especially relevant in distributed control networks, where it is undesirable to preempt messages already on a CAN and where network delays may be unpredictable. Similar scheduling problems also may occur in real-time systems built from COTS peripherals, where access to the I/O bus may need to be scheduled in order to guarantee real-time performance [7].

There are several existing techniques for addressing stochastic system behavior in real-time systems. Statistical Rate Monotonic Scheduling [8] deals with periodic tasks with
stochastic durations. Constant Bandwidth Servers (CBS) [9] guarantee resource availability in the face of sporadic tasks or tasks with stochastic durations.

Stochastic analysis of Constant Bandwidth Servers and other schedulers has used techniques similar to those presented in this paper. Examples include calculating the probabilistic response times for interrupt scheduling using Constant Bandwidth Servers [10] and analysis of different Constant Bandwidth Server parameters in mixed hard/soft real-time settings in order to perform distributed scheduling [11]. Analysis of scheduling policies for non-preemptive tasks with stochastic duration [12] has focused on calculating the expectation of a different scheduling metric (deadline miss rates) as opposed to utility accrual. Stochastic analysis also has been applied to global multiprocessor scheduling to calculate expected tardiness for soft real-time systems [13].

Stochastic analysis techniques such as Markov Decision Processes (MDPs) can be used not only to perform analysis, but for design. MDPs are used to model and solve sequential decision problems in cyber-physical domains such as helicopter control [14] and mobile robotics [15], [16]. In previous work we applied these techniques to generating share [17]–[19] and utility [1] aware scheduling policies for scheduling tasks with stochastic non-preemptive execution intervals.

Several specialized utility aware scheduling techniques have been proposed, including the Dependent Activity Scheduling Algorithm [20], the Utility Accrual Packet Scheduling Algorithm (UPA) [2] which extends previous work by Chen and Muhlethaler [21], and the Gravitational Task Model [5]. Each makes assumptions about the shapes of the time utility functions that do not hold in general. However, as we show in Section IV, the UPA algorithm can be extended in order to work in the scheduling domains explored by this paper. Other methods for general utility aware scheduling [1], [22]–[24] are the basis for the comparisons presented in this paper. They are also discussed in detail in Section IV.

III. SYSTEM MODEL

As in our previous work [1], the system model is assumed to have n non-preemptible periodic tasks, denoted \((T_i)_{i=1}^n\), which are in contention for a shared resource. Each task is composed of a series of jobs, where \(J_{i,j}\) refers to the \(j\)th job of task \(T_i\). The period of task \(T_i\), denoted \(p_i\), is the inter-arrival time between the release time \(r_{i,j}\) of job \(J_{i,j}\) and the release time \(r_{i,j+1}\) of job \(J_{i,j+1}\). Released jobs stay in a ready queue until they are scheduled to use the resource, or they expire due to no longer being able to earn utility.

A scheduler for the shared resource repeatedly chooses either to run a job from the ready queue or to idle the resource for a quantum. As we discuss further in [1], the ability to idle the resource, (i.e. to be non-work-conserving) may be crucial for a scheduling policy to prevent target sensitive tasks (whose utility is highest at a target time) from completing too early. When chosen to run, a job is assumed to hold the resource for a stochastic duration, the distribution of which is captured by the probability mass function \(D_i\). This function is assumed to have support on the range \([1, w_i]\), where \(w_i\) is the maximal (referred to as the worst case) execution time for any job of \(T_i\) and \(D_i(t)\) is the probability that a job of \(T_i\) runs for exactly \(t\) quanta. If job \(J_{i,j}\) is completed at time \(t\), utility is earned as denoted by the function \(U_i(t)\). This function is assumed to have support on the range \([1, \tau_i]\), where \(r_{i,j} + \tau_i\) is the time at which the job expires and is removed from the ready queue. \(U_i(t)\) defines how much utility is gained by completing \(J_{i,j}\) at time \(r_{i,j} + t\).

If the job expires before it completes, the system instead is assessed a penalty \(e_i\). The goal is to maximize the difference between the total system wide utility accrual and the sum of the penalties accrued by expiring jobs. This system model is widely applicable and can model hard real-time deadlines [1] by setting \(\tau_i\) to the deadline and \(e_i\) to \(\infty\). Thus, both soft real-time and hard real-time tasks can be mixed within a single task set under our approach. Although not required by the system model we assume that \(\tau_i\) is in the range \([w_{i,j}, p_i]\) for the analysis and experiments presented in this paper. The constraint \(\tau_i \leq p_i\) bounds the size of the run queue to \(n\) jobs, with only one job per task. The constraint \(w_i < \tau_i\) ensures that a job can complete without penalty if given the resource immediately upon release.

IV. SOLUTION APPROACH

In previous work [1] we showed how utility accrual scheduling problems for non-preemptive tasks with stochastic execution times could be represented under our system model as Markov Decision Processes (MDPs). This allows us to do two things: (1) given a scheduling policy it allows us to calculate the value gained by running that policy, which is a measure of a policy’s quality; and (2) given a task set within the system model described in Section III it allows us to calculate a value-optimal policy, which is a scheduling policy that maximizes the expected value measurement over long term execution.

In Section IV-A we first provide a brief overview of how a scheduling MDP is constructed and how the corresponding policy value function is calculated. Sections IV-B through IV-D describe relevant scheduling heuristics involving permuting the ready queue (sequencing heuristic), maximizing immediate reward (greedy heuristic), or using deadlines to maximize utility (deadline heuristic). Section IV-E describes the Utility Accrual Packet Scheduling Algorithm (UPA) [2] and presents new heuristics UPA \(\alpha\) and Pseudo \(\alpha\), which extend UPA to deal with: (1) stochastic execution intervals, (2) arbitrary time utility function (TUF) shapes, and (3) potential costs and benefits of permuting the ready queue. In Section V we present an empirical evaluation of these five heuristics across different classes of TUFs, load demands, and penalties for missing deadlines.

A. Scheduling Markov Decision Process

An MDP is a five-tuple \((\mathcal{X}, \mathcal{A}, P, R, \gamma)\). Our scheduling MDP is defined as a transition system over a set of scheduler states, \(\mathcal{X}\). Each state has two components: a variable \(t_{\text{system}}\) which tracks the time passed since the beginning of the task
A set of scheduling actions, $A$, defines the different decisions the scheduler can make. Action $a_{i,j}$ is the scheduling decision that runs the job mapped to $q_{i,j}$, and action $a_{idle}$ is the scheduling decision that simply idles the resource for one quantum. The transition function $P(y|x,a)$ defines the probability of moving from state $x$ to state $y$ given that action $a$ was taken. This function is dependent on the duration distribution for the task scheduled. A policy $\pi$ maps each state to an action that the scheduler will take in that state. These policies may be precomputed, or the state may be given as input to a scheduling decision function at runtime.

The final two components of the scheduling MDP are the reward function $R$ and the discount factor $\gamma$. Together, these two components define the value function, which is the quality metric used to compare scheduling policies. The state of a system evolves according to its scheduling policy over a series of decision epochs (intervals between policy decisions), such that immediate reward may be gained after each decision. The immediate reward $r_k$ gained from moving from state $x$ to state $y$ after decision epoch $k$ when action $a$ is taken, is given by the reward function $R(x,a,y)$. This is defined to be the utility gained (if any) by the scheduled task, while $c_k$ is defined to be the sum of any penalties incurred by expiring tasks over that decision epoch. Thus the value of a policy $\pi$ in a deterministic setting, i.e., $\forall x,y,a\ P(y|x,a) \in \{0,1\}$, is the sum of the infinite series:

$$V^\pi = \sum_{k=0}^{\infty} r_k - c_k$$  \hfill (1)

However, this value does not take into account the length of each action. To account for the fact that actions may have different durations, we define $t_k$ to be the time that the scheduled job took to execute. The value of a policy is then:

$$V^\pi = \sum_{k=0}^{\infty} \frac{r_k}{t_k} - c_k$$  \hfill (2)

This allows us to differentiate between actions of different lengths. The value $r_k/t_k$ is called the utility density of the scheduling decision. Because no restriction is put on the shape of the TUF, $r_k/t_k - c_k$ can take on arbitrary value and this sum can diverge to infinity. In order to prevent this divergence the discount factor, $\gamma$ is used:

$$V^\pi = \frac{r_0}{t_0} - c_0 \sum_{k=1}^{\infty} \gamma^k \frac{r_k}{t_k} - c_k$$  \hfill (3)

This discount factor is set in the range $[0,1]$ and is typically set close to 1. The policy values presented in this paper use $\gamma = 0.99$. A discussion of this discount factor can be found in [25], but the intuition for this choice is that it offers a compromise between being close enough to 1 to capture long term policy effects, while still allowing MDP solving algorithms to converge to a solution reasonably quickly.

For deterministic systems and a fixed policy, only one state evolution is possible, with only one sequence of rewards. However, in our domain actions have stochastic duration. To account for this the value function becomes the expectation of the set of infinite sequences possible under the scheduling policy, with each sequence weighted by its likelihood and the value for the policy being the weighted average sum.

This policy evaluation method has two main advantages. First, it provides a deterministic measure of quality in the face of stochastic behavior. The value calculated by this methodology is the same value that an actual run of the system will have in the limit, over the long term. Second, it accounts for low probability high impact events in calculating the policy value. Unlike quality measures derived from Monte Carlo simulation which may miss a rare event, by taking the expectation from all possible state evolutions the value of a policy quantifies effects of rare high impact events. This is especially relevant when the penalty associated with a job expiring, $e_i$, is large compared to the possible utility values.

This formulation as an MDP allows us to derive a value-optimal scheduling policy [1] that maximizes the value function for a given discount factor. However, this schedule must be pre-computed, and the resulting computation and storage costs can make doing so intractable. To calculate a policy the full state space of the system must be enumerated, and the optimal value function calculated using modified policy iteration [25]. The cost of doing so is polynomial in the size of the state space, which is in turn exponential in the number of tasks. For use at run-time, the value-optimal policy must then be stored in a look up table, the size of which could be as large as the size of the state space. Because of this, we are interested in how well heuristics with lower computation and storage costs can approximate the value-optimal policy under different system scenarios. In the rest of this section, we describe several relevant heuristics, whose performances are compared to that of the value-optimal policy in the experimental evaluation presented in Section V.

B. Sequencing Heuristic

A straightforward (if relatively expensive) approach to producing utility-aware schedules is to calculate exhaustively the expected utility gained by scheduling every permutation of the jobs in the ready queue. If we assume $\tau_i < p_i$ for all tasks, there are $n!$ permutations of the ready queue, and the calculation of expected utility requires convolving the duration distributions of each job in the sequence, an operation that takes time proportional to the maximum task execution time. While impractical for deployment as a scheduler, this heuristic is optimal in the sense that given no future job arrivals, no
work conserving schedule can gain more expected utility. Thus this policy is a good benchmark for measuring what is gained by considering future job arrivals and being non-work conserving (like the value-optimal schedule). We refer to this policy as the \textit{sequencing heuristic}.

\textbf{C. Greedy Heuristic}

The \textit{greedy heuristic} is equivalent to the value-optimal schedule if the discount factor $\gamma$ is set to zero. When this happens the scheduler only considers the effect of the expected immediate reward, and not the long term impact of the scheduling decision. Calculating this policy in the soft real-time case, where all penalties for expiring jobs $c_i$ are set to zero, is $O(n)$ because the expected immediate reward for each scheduling action can be precomputed and is independent of what other jobs are in the ready queue. In the hard real-time case the immediate reward is not independent of the other jobs, because these other jobs may have a non-zero probability of expiring depending on the stochastic duration of the job under consideration. Calculating this conditional expectation of the expiration cost requires time $O(w)$ where $w$ is the worst case execution among all tasks in the system. Since this must be done for every task, the total complexity is $O(nw)$, which may be unacceptably high. Using potential utility density as a heuristic for utility-aware scheduling was proposed in [22], [23]. The Generic Benefit Scheduler [24] uses this heuristic to schedule chains of dependent jobs according to which chain has the highest potential utility density.

\textbf{D. Deadline Heuristic}

The Best Effort Scheduling Algorithm [23] uses Earliest Deadline First scheduling [26] as a basis for utility-aware scheduling. Deadlines are assigned to tasks based on the task’s time utility function. Although optimal deadline placement is an open problem, deadline assignment is typically done at critical points in the task’s time utility function, where there is a discontinuity in the function or in its first derivative. We refer to this scheduling algorithm as the \textit{deadline heuristic}.

\textbf{E. UPA $\alpha$ and Pseudo $\alpha$}

The Utility Accrual Packet Scheduling Algorithm (UPA) [2] uses a \textit{pseudoslope} heuristic to order jobs based on the slope of a strictly linearly decreasing approximation of the task’s time utility function. This algorithm was developed for use in systems with non-increasing utility functions and deterministic execution times. UPA first selects the set of jobs that will finish before their expiration times, then sorts the rest of the jobs by their pseudoslope (given by $-U_i'(0)/\tau_i$). The slope closest to negative infinity is placed first in the calculated schedule. Finally UPA does a bubble sort of the sorted jobs in order to find a locally optimal ordering, in a way similar to the sequencing heuristic discussed in Section IV-B.

To account for time utility functions with arbitrary shapes (as opposed to strictly decreasing time utility functions) our first extension to UPA is to calculate the pseudoslope value using the current value of the utility function at the time when the scheduling decision function is invoked. At time $r_{i,j} + t$, for instance, the pseudoslope value for job $j_{i,j}$ is $-U_i'(t)/\tau_i - t$.

To make UPA applicable to tasks with stochastic durations, we introduce a parameter $\alpha$ in $[0, 1]$ that imposes a minimum threshold on the probability that the job will finish before its termination time. In general UPA $\alpha$ considers only jobs whose probability of timely completion is greater than or equal to $\alpha$, and in particular UPA 0 considers any job while UPA 1 considers only those jobs that are guaranteed to finish before their deadlines.

Finally, with deterministic durations the local search for a better scheduling order is $O(n^2)$, but with stochastic durations convolutions of the duration distributions also need to be calculated to find the expected utility of each sequence of jobs. While calculating the expected value of a sequence after an inversion of two jobs in a sequence is $O(1)$ in the deterministic case, in the stochastic case it is $O(w)$. This makes this part of the UPA algorithm potentially expensive for online scheduling use. To evaluate the cost and benefit of this sequencing step we define two distinct heuristics: Pseudo $\alpha$ is the scheduling algorithm that simply uses the pseudoslope ordering to schedule jobs, while UPA $\alpha$ performs the additional sequencing step to find a locally optimal schedule.

\textbf{V. EXPERIMENTAL EVALUATION}

We evaluated the heuristics described in Section IV using three different classes of time utility functions. A \textit{downward step} utility curve is parameterized by the task’s termination time $\tau_i$ and utility upper bound $u_i$ and is defined as:

$$U_i(t) = \begin{cases} u_i & t < \tau_i \\ 0 & t \geq \tau_i \end{cases} \quad (4)$$

This family of functions is representative of jobs with firm deadlines, like those considered in traditional real-time systems. For the purpose of the deadline heuristic, job deadlines are assigned at the point $\tau_i$. Unlike approaches that consider only deadlines, the relative utility upper bounds are equally important in determining good utility aware schedules.

A \textit{linear drop} utility curve is parameterized in the same manner as a downward step utility curve, but with an additional parameter describing the function’s critical point $c_i$:

$$U_i(t) = \begin{cases} u_i & t < c_i \\ u_i - (t - c_i) \frac{u_i}{\tau_i - c_i} & c_i \leq t < \tau_i \\ 0 & t \geq \tau_i \end{cases} \quad (5)$$

Such a utility function is flat until the critical point, after which it drops linearly to reach zero at the termination time. This family of curves is representative of tasks with soft real-time constraints, where quality is inversely related to tardiness. For that reason the deadline is set to the point $c_i$.

A \textit{target sensitive} utility curve is parameterized exactly like a linear drop utility curve, and is defined as:
The utility is maximized at the critical point, and is representative of tasks whose execution is sensitive to inter-task jitter. In control systems, whose sensing and actuation tasks are designed to run at particular frequencies, quality is inversely related to the distance from the target point.

For the experiments presented in this paper, $\tau_i$ is chosen uniformly at random from the range $[w_i, \tau_i]$. Because the termination time precedes the next job's inter-arrival only one job of a task is available to run at any given time. Because the termination time is greater than the worst case execution time, the task is guaranteed to complete if granted the resource at the instant of release. The upper bound on the utility curve $u_i$ is chosen uniformly at random from the range $[2, 32]$, and the critical point $c_i$ for the target sensitive and linear drop utility curves is chosen uniformly at random from the range $[0, \tau_i]$.

Task periods were randomly generated to be divisors of 2400 in the range $[100, 2400]$, ensuring the hyperperiod of the task set was constrained to be no more than 2400.

The duration distributions for each task were parameterized with three variables $\langle l_i, b_i, w_i \rangle$ such that $l_i \leq b_i \leq w_i$ where $l_i$ and $w_i$ are the best case and worst case execution times respectively, and that 80% of the probability mass is in the range $[l_i, b_i]$. The duration distribution is defined as:

$$D_i(t) = \begin{cases} 
0 & : \quad t < l_i \\
0.8 & : \quad l_i \leq t \leq b_i \\
0.2 \cdot \frac{b_i - l_i}{w_i - l_i} & : \quad b_i < t \leq w_i \\
0 & : \quad w_i < t
\end{cases}$$

(7)

This means that the demand of the task is normally between $l_i/p_i$ and $b_i/p_i$ but occasionally may be as high as $w_i/p_i$. The parameters are further constrained such that $l_i/p_i \geq 0.05$ and $b_i/p_i \geq 0.10$.

In addition to the constraints on the individual tasks, constraints are set on the task set as a whole, such that:

$$\sum_{i=1}^{n} l_i/p_i = L_i$$

$$\sum_{i=1}^{n} b_i/p_i = B_i$$

$$\sum_{i=1}^{n} w_i/p_i = W_i$$

where the 3-tuple $(L_i, B_i, W_i)$ defines the overall system load. The nominal case assumes the values $(0.70, 0.90, 1.20)$, which we call the high load scenario, where the resource is working near capacity with transient overloads. A more conservative case, the medium load scenario, has these values set at $(0.40, 0.51, 0.69)$ which ensures that the system is only loaded up to about 70% capacity, but for the most part is operating at between 40% and 50% capacity. Finally we define a low load scenario which uses the values $(0.07, 0.15, 0.25)$.

### A. Soft Real-Time Scenarios

In the following experiments the penalty $e_i$ for a job expiring is assumed to be zero. This means that the heuristics need only consider how to maximize utility accrual, and not about ensuring that certain jobs be scheduled. We begin by focusing on the high load scenario and calculating the value of each heuristic for 100 different 5 task problem instances as a percentage of value-optimal.

Figure 1 shows the results of our experiments. Each graph shows what percentage of the problem instances scheduled by each heuristic achieved a given percentage of optimal. Figure 1(a) shows that all the heuristics achieved at least 30% of optimal on all problem instances. In contrast, less than 20% of the problem instances scheduled using the greedy heuristic achieved at least 80% of optimal. This graph shows that for soft real-time cases with high load and downward step utility functions, the deadline heuristic performs best.

However, as can be seen in Figures 1(b) and 1(c), the deadline heuristic does not perform as well when the time utility functions are linear drop or target sensitive. Instead UPA 0 performs best, followed closely by Pseudo 0. Instead UPA 0 performs best, followed closely by Pseudo 0. However, as was discussed in Section IV-E, this marginal improvement in quality between Pseudo 0 and UPA 0 comes at the cost of a large jump in complexity. This particular value of $\alpha$ was chosen because of the experiments shown in Figure 1(d), which show that by a large margin a value of $\alpha = 0$ outperforms any other value of Pseudo for this particular case. Although the graph shown is only for linear drop utility functions, the results for downward step and target sensitive were nearly indistinguishable from it. For soft real-time scenarios the value of Pseudo $\alpha$ seems maximized by $\alpha = 0$, falls quickly and levels off for values not near 1 or 0, and then deteriorates rapidly again near 1.

In all cases, the greedy heuristic performs relatively poorly, despite greedily maximizing utility density. This is most likely because the utility density is not strictly related to $\tau_i$, and thus a job might have a higher immediate utility density, but still might not be the most urgent job. The sequencing heuristic also performs relatively poorly despite being much more computationally expensive than either UPA 0 or Pseudo 0. This is in some sense surprising for two reasons: (1) the sequencing decision made at every point is optimal if we assume that the schedule must be work conserving and that no more jobs arrive until the ready queue empties; and (2) UPA 0 uses a variation of sequencing to achieve its modest gains over Pseudo 0. Further investigation of this issue remains open as future work.

### B. Hard Real-Time Scenarios

Unlike the soft real-time scenarios presented in Section V-A, in hard real-time systems a task expiring may incur severe penalties. Whereas in the soft real-time case, the only risk is
the potential loss of utility from not scheduling the job, while in the hard real-time case the penalty associated with the job, \( e_i \), may be very large. For the experiments presented in this section one of the five tasks is assumed to be a real-time task, with \( e_i \) chosen uniformly at random from the range \((50, 150]\). For the other tasks in the system \( e_i = 0 \).

Figure 2 shows the results of these experiments. The first difference compared to the experiments in Section V-A is that some of the scheduling policies now achieve overall negative value: that is, they accrue more penalty in the long term than they achieve utility. Figure 2(c) shows that almost 10% of the problem instances scheduled by the greedy heuristic have negative value. Pseudo 0, in contrast, cannot gain positive value in 40% of the cases. Deadline, sequencing and UPA only have positive value in 50% of the cases.

The differences in performance by time utility type are also more muted in the hard real-time domain. However, Figure 2(a) shows that (as before) the deadline heuristic performs best when scheduling problem instances with downward step utility functions, but as Figures 2(b) and 2(c) show it does not do nearly as well in problem instances with linear drop or target sensitive utility functions. In Figure 2(c) Pseudo 0 is noticeably worse relative to other scheduling heuristics when scheduling jobs whose utility functions are target sensitive, whereas with other utility curves it performs approximately as well as deadline, Pseudo 0, sequencing, and UPA 0.

Although the greedy heuristic has the smallest number of problem instances with negative value it is important to remember that, as mentioned in Section IV-C, calculating greedy is more expensive in the hard real-time case because the immediate reward of a scheduling decision is no longer independent of other jobs in the ready queue. However, it is unclear why the sequencing heuristic, despite similar considerations, degrades sharply. It is possible that because sequencing more efficiently utilizes the resource, hard real-time jobs are more likely to arrive when the resource is occupied and thus expire before completion. Although we report results for Pseudo 0 and UPA 0, Figure 2(d) shows that for hard-real time problem instances, it is not clear that there is a single best parameter. In the problem instance shown here, the best value for \( \alpha \) is 1, while our other experiments show strong evidence that this is the worst value for \( \alpha \) in soft real-time problem instances. It is worth noting that although Pseudo 1 maximizes expected value, the value is still negative. Further investigation of these issues with the sequencing, Pseudo \( \alpha \), and UPA \( \alpha \) heuristics remain open as future work.

C. Load Scenarios

Figure 3 shows the effect of different loads on the quality of the scheduling heuristics. Figures 3(a), 3(c) and 3(e) show
soft-real time scenarios for different loads on Pseudo 0. As seen in Figure 3(a) Pseudo 0 incurred only minor differences in the quality of the schedules produced in the high load case, regardless of what time utility function class is being scheduled. While Pseudo 0 does noticeably better when scheduling jobs with downward step utility functions in high load cases when scheduling jobs with linear drop utility functions, these differences become even smaller in the medium load scenario shown in Figure 3(c). However, even as that happens the gap between problem instances with these utility functions and the target sensitive utility functions becomes more extreme. This trend continues in the low load scenario, shown in Figure 3(e). In this scenario Pseudo 0 achieves almost identical performance to a value-optimal scheduling algorithm when the time utility functions are either downward step or linear drop. However, problem instances where jobs have target sensitive utility functions are scheduled comparatively poorly.

The poor performance of the Pseudo 0 heuristic in the medium and (especially) low load scenarios may be explained by two factors. First, with less resource contention a value-optimal policy has more degrees of freedom to optimize performance, and therefore heuristic policies like Pseudo 0 achieve a lower percentage of value-optimal in low load. Second, work conserving heuristics like Pseudo 0 in low load scenarios are more likely to schedule jobs early when there is little contention for the resource, even though that might result in lower overall expected utility. Figures 3(b), 3(d) and 3(f) show the effects of load in the hard real-time scenario for the greedy heuristic. The same trends that were seen in the soft real-time case are visible here as well. Once again for all but target sensitive utility functions, heuristics did best in the low load scenario, in which almost all problem instances achieved 90% of value-optimal. As in the soft real-time case, low loads made scheduling heuristics perform worse on target sensitive tasks, which was most likely caused by similar phenomenon to those described in the soft real-time case.

D. Other Time Utility Function Effects

As was shown in Sections V-A and V-B, the shape of the time utility function can affect the quality of a scheduling heuristic. Because the shape of a time utility function can be arbitrary, an interesting question is whether particular families of curves are particularly difficult to schedule. To examine this effect we consider additional classes of time utility functions. Unlike the downward step, linear drop and target sensitive curves, these curves are not inspired by particular tasks in real-time or cyber-physical systems but rather by their potential
to reinforce or thwart assumptions pertaining to different heuristics. These curves are shown in Figure 4. The first is the downward step function utility curve, where utility falls off in a series of $n$ flat discrete steps:

$$U_i(t) = \begin{cases} \frac{u_i}{n} \left(\left\lfloor \frac{nt}{\tau_i} \right\rfloor + 1 \right) & : t < \tau_i \\ 0 & : t \geq \tau_i \end{cases} \quad (8)$$

The upward step function utility curve is similar, but utility rises as the task approaches its termination time, and then falls off to zero afterward:

$$U_i(t) = \begin{cases} \frac{u_i}{n} \left( n - \left\lfloor \frac{nt}{\tau_i} \right\rfloor - 1 \right) & : t < \tau_i \\ 0 & : t \geq \tau_i \end{cases} \quad (9)$$

The rise linear utility curve is a variation of the target sensitive utility curve, where utility rises up to a critical point $c_i$ and then remains flat, but has an abrupt deadline:

$$U_i(t) = \begin{cases} \frac{u_i}{c_i} (n - \left\lfloor \frac{nt}{\tau_i} \right\rfloor) & : t < c_i \\ u_i & : c_i \leq t < \tau_i \\ 0 & : t \geq \tau_i \end{cases} \quad (10)$$

Fig. 3. Evaluation of selected heuristics for soft and hard real-time cases, for different time utility functions in low, medium and high load scenarios.
To evaluate these effects we ran Pseudo 0 in the soft real-time high load scenario with problem instances created with all six classes of utility curves and 5 tasks. The results of running this experiment on 100 problem instances for each time utility function class are shown in Figure 5. Very little differentiates most classes of time utility functions, at least in the heavy load case. The notable exception to this is the upward step function. This likely occurs because Pseudo 0 tries to approximate the curve at any particular moment as a linearly decreasing function, and the upward step function behaves in a way contrary to this simplified utility model.

A final observation about the classes of time utility functions we consider in this paper is that target sensitive and linear drop only differ in the slope of the line before the critical point. By changing the slope of the utility curve before the critical point we get the class of utility functions as shown in Figure 6, to which both belong. Curves with Y intercept = 0 are target sensitive utility curves, and curves with Y intercept = $u_i$ are linear drop curves. At any point where $U_i(t) < 0$ we assume instead that $U_i(t) = 0$. The effect of these utility curves on Pseudo 0 is shown in Figure 7. The problem instances shown in this experiment are soft real-time 5 task sets with high load. These experiments show that as the utility curve becomes more peaked, Pseudo 0 performs worse compared to value-optimal.

VI. CONCLUSIONS

In this paper we have examined scalable heuristics for utility aware scheduling of tasks with stochastically distributed non-preemptive execution intervals. In previous work we presented techniques for deriving value-optimal utility aware schedules [1], but computation costs for calculating the policy, and storage costs for online use of the policy, necessitated the exploration of the scalable solutions described here. Our evaluation framework allows us to compare various heuristics to a value-optimal policy in order to quantify their performance exactly despite stochastic task behavior.

From the experimental evidence presented in Section V the heuristic that provided the best compromise between scheduling complexity and performance for soft real-time systems was Pseudo 0, which is a generalization of UPA [2]. There were two notable exceptions, however. First, if the time utility functions of the tasks being scheduled were downward step utility functions, the deadline heuristic was superior to Pseudo 0. Second, in cases with low load and tasks with target sensitive utility functions, no general case scheduler achieved a significant percentage of the value-optimal objective.

For hard real-time task sets the only acceptable scheduler was the greedy heuristic, albeit with two caveats. First, the value of the policy is not guaranteed to be positive. Second, the scheduling overhead is proportional to the worst case exe-
execution time among jobs, which could make it computationally too expensive for online use. As in the soft real-time case, no general case scheduler performed well given low load and tasks with target sensitive utility functions. These guidelines are summarized in Figure 8.

This work thus reveals several open research issues in utility aware scheduling. First is the identification of a general case, scalable, utility aware scheduler for hard real-time systems with non-preemptable tasks with stochastic duration. One approach may be to address the scalability problems associated with the value-optimal scheduler’s computation and/or storage cost. Second is the quantification and/or generalization of specialized utility aware schedulers in cases where general schedulers perform poorly may be worthwhile. For instance, the Gravitational Task Model [5] is ideally suited to low load and tasks with target sensitive utility assumptions, but not if the tasks have stochastic durations. We also plan to expand our evaluations of the heuristics’ performance to include different mixtures of TUFs and different degrees of control over tasks completion times.
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