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ABSTRACT

The scale, heterogeneity and sources of uncertainty within modern cyber physical systems (CPS) continue to grow. For instance, a CPS may support different interaction patterns such as client-server, publish/subscribe and peer-to-peer all at once across its subsystems. Moreover, due to the uncertain environments in which they operate, a CPS often must deal with consistency-availability-partitioning (CAP) issues. Consequently, many distributed system challenges such as coordination among the different subsystems, the ability to collect real-time utilization metrics from different subsystems of the CPS, providing quality of service (QoS) assurances, and ensuring different levels of consistency guarantees must be addressed. In the existing state of the art, many of these solutions are realized using a range of third party solutions, however, this requires an enormous effort on the part of system integrators to assemble these diverse sets of frameworks and make them interoperate. To overcome these challenges, we propose that the operating systems for next generation CPS incorporate support for these capabilities natively. Moreover, these operating systems be software-defined and programmable, and architected using design patterns so that they can be programmed to self-adapt to the changing requirements and conditions. This will make it easier to design CPS that can autonomously adapt thereby improving overall system resilience.

CCS CONCEPTS
• Computer systems organization → Distributed architectures;  
• Embedded and cyber-physical systems;  
• Software and its engineering → Operating systems; Distributed systems organizing principles;
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1 INTRODUCTION

Modern cyber physical systems, such as those found in domains like smart cities and smart transportation, are no longer a single-entity CPS (e.g., a vehicle), but rather a large collection of many interacting subsystems (e.g., vehicles, road infrastructure including traffic lights, electric vehicle charging stations, and many deployed sensors such as cameras for traffic monitoring). Owing to such a large collection of interacting subsystems, there is a significant degree of heterogeneity in the types of resources used, the operating systems and middleware that execute on these resources, the programming languages used to design these subsystems, the communication interaction patterns involved among the subsystems (e.g., client-server, peer to peer, publish subscribe), and the resource management algorithms used to schedule and manage resources.

Additionally, a CPS operating environment can manifest significant variability and uncertainty in its behavior. For instance, the networks on which components internal to a vehicular subsystem communicate, e.g., CAN buses, have entirely different properties than the networks on which the vehicles in a smart transportation system communicate among themselves or to other subsystems. Similarly, the environment in which traffic sensors are deployed may manifest different behaviors and uncertainty. For instance, traffic cameras often must operate in harsh weather conditions (e.g., high winds, rain, snow) and such weather conditions will determine the image quality. Likewise, sensors embedded in roads may get damaged due to potholes causing them to stop functioning.

Given the large, distributed nature of modern CPS, and the many different and often uncertain operating environments in which they operate, these CPS will face the Consistency-Availability-Partitioning (CAP) issues [4]. The CAP theorem states that due to networks getting partitioned (often for transient periods), systems need to be designed to trade-off between maintaining strong consistency of system state versus high availability. In large systems like modern CPS, different subsystems will need to make different CAP trade-offs while ensuring that the timeliness guarantees and system correctness is maintained. Whatever the trade-offs be, this entails the need for effective coordination mechanisms (possibly hierarchical) among subsystems and their components. For instance, maintaining consistency will require consensus among subsystems. Similarly, dynamically adapting to changing conditions will require appropriate instrumentation and collection of data, which in turn
will require this data to be processed possibly centrally or across the distributed set of resources.

The present day operating systems that execute on the different entities of these CPS tend to be designed with a view to manage only a single device. Such an OS is seldom aware of the distributed environment in which the CPS operates. Although this OS may provide the basic mechanisms for internetworking and concurrency, any higher level capabilities such as CAP trade-offs, coordination, consensus, support for different interaction patterns and a whole range of many other critical distributed systems requirements must be satisfied using third party frameworks. Unfortunately, this creates a monumental challenge for system integrators who must assemble these diverse set of frameworks and make them interoperate, not to mention having to deal with differing fault models and assumptions made by each of these frameworks. This is so because the frameworks may not be designed to operate in a variety of operating environments. Second, integrating these frameworks is hard due to the differences in their interfaces, programming languages used and the associated dependencies that they must satisfy. Third, these frameworks may provide many features so as to satisfy a wide range of application requirements causing its footprint to grow. Consequently, the CPS is forced to use the entire framework even when many of its features never get used.

To address the myriad of challenges, we propose that the next generation of operating systems for CPS be designed in a way that will provide first class support within the OS itself for many of these recurring needs. Additionally, rather than creating a large footprint OS, these features should be customizable within the OS in a software-defined manner. In the remainder of this paper, we briefly describe our proposed ideas, and also provide the rationale for our thinking.

Our views on the design of next-generation OS for CPS (NGOSCPS) are informed by our recent CPS research [2, 9, 19, 20], which focuses on dynamically managing computational resources across the cloud-fog-edge spectrum to enable Cloud and IoT applications to obtain their desired quality of service (QoS) properties. In our research, we had to develop mechanisms to instrument resources for collecting their utilizations [1] and using this collected data to build system performance models that in turn can be used in autonomously managing the system-wide resources. However, to conduct such research, we had to bring together a multitude of third-party solutions, e.g., ZooKeeper [7] for coordination, Raft [15] for consensus, messaging frameworks like ZeroMQ, Kafka and AMQP, databases like InfluxDB, resource instrumentation frameworks like collectd, and many more technologies. Integrating all these solutions incurs significant efforts and is fraught with a number of accidental complexities. We surmise that other CPS researchers and practitioners are likely facing similar challenges and are required to integrate a large number of diverse, third-party frameworks to make their systems operate.

2 DESIGNING THE NEXT-GENERATION CPS OS

We call for a software-defined and programmable design of NGOSCPS. The software-defined aspect is derived from successes in software-defined networking (SDN) [11], which separates the control plane from the data plane so that the two can evolve separately, and where the intelligence is programmed into the control plane. Accordingly, we propose that NGOSCPS be designed with a separate programmable control and data plane. In the following, we explain each of the proposed attributes of NGOSCPS.

Software-defined: By making the NGOSCPS software-defined, we can push all the adaptive logic and control algorithm intelligence into the control plane. Moreover, doing so may also enable the control planes of each OS instance of a distributed set of NHOSCPS to coordinate among themselves so that they can agree upon a common set of modifications to the behaviors without needing a centralized entity to manage multiple such instances. Note that the control plane is programmable and adaptively configurable in that the desired intelligence can be programmed into the operating system’s control plane. If a common set of control plane behaviors are to be deployed in multiple OS instances at the same time, it may be feasible to utilize existing cloud automation tools such as Ansible to provision such common behaviors.

The data plane is one in which the actual OS functionality manifests itself. In our case, apart from the traditional OS functions such as scheduling, memory management, etc, the data plane on each of these OS instances will comprise one or more of the third party solutions like ZooKeeper, Raft, Kafka, etc that can be customized into each instance depending on the environment in which that OS is deployed and the requirements of the application. Below we describe how such a customization may be feasible.

Docker-like packaging and customization: We propose that the NGOSCPS be customizable using an approach similar to how Docker containers are customized [12]. In the case of Docker, the customization is specified in declarative fashion in a docker file from which a Docker image is built. Often there is a base image from which the customization is made. Different customized images are usually stored in a file system, such as AUFS or OverlayFS as individual deltas so that the appropriate modules can be customized on the fly to run a Docker container. In much the same way, we propose that the customizations to the NGOSCPS be specified in a declarative manner. Such a customization should be programmable using the SDN-style control plane that we outlined above.

Unlike the case where the image of an executing Docker container cannot be changed on-the-fly, NGOSCPS must be able to adapt its behavior and packaging depending on the changes in the environment and changes in application mode of operation. The intelligence for such a dynamic adaptation should reside in the control plane. To make this a reality, we suggest that the CPS distributed environment maintain repositories of customized modules, which can be downloaded and assimilated into the OS instances on-demand. Naturally, security is an important issue, which will need further research.

Performance Interference-aware: Despite numerous advances in virtualization technologies for cloud computing and the resulting isolation among virtualized resources, co-located tenants often experience performance interference issues that degrade their performance. This happens due to the presence of non-partitionable physical resources used by these multiple tenants [10, 13]. CPS systems are also susceptible to such interference issues, and hence the NGOSCPS must be designed to be performance interference-aware [14]. By this we mean that the OS must provide capabilities to
collect utilization metrics of different resources [5] that it controls without unduly affecting the performance of that OS. The collected metrics can be analyzed to understand the degree of interference caused to the hosted tenants. The control plane can be used to configure and dynamically modify the resource instrumentation strategies.

Deployment-aware: With increasing deployment of IoT/CPS subsystems across cloud/fog/edge resources [16, 17], the NGOSCPS must be cognizant of the tier in which it is deployed. Accordingly, it must provide the capabilities to migrate tasks across the tiers, which is driven by the need to deliver QoS properties to the hosted applications [3, 22]. The actions to migrate tasks are carried by the data plane of the OS but the trigger to enforce migration is generated by the intelligence in the control plane.

Support for Data-driven Model Building and Execution: Data-driven model building and using these models to inform control actions is becoming commonplace in CPS [18, 21]. Accordingly, the NGOSCPS must also comprise capabilities to ingest data and help in distributed model building or be able to execute trained models for predictive CPS control.

Building on Prior Ideas and Standardization Issues: We believe that research ideas from the past, such as X-kernel [8] and Exokernel [6] need to be revisited in the new context where we discussed the need for fine-grained customization. We must also be cognizant of the fact that there will never be a single, common standardized OS used by CPS but as long as these OoSs are designed with composability and interoperability, then many of the challenges will be overcome.

3 CONCLUSIONS

In this paper we outlined our thoughts on the design considerations for next-generation operating systems for cyber physical systems. Our ideas are informed by insights that we have gained in our recent research on dynamic resource management for IoT/CPS systems. A primary pillar of our design is the software-defined design of the OS which decouples the control plane, which is used to configure and customize the OS, from the data plane, which is used to execute the configured OS activities. The focus of our paper is on describing the non-conventional ideas that we envision for such an OS. We did not focus on describing traditional OS needs for CPS, such as support for timing properties, scheduling, and other conventional OS functions. Finally, since our vision calls for pushing many of the functionalities that we find in the application-level and middleware-level frameworks into the OS, we are effectively blurring the boundaries between an OS and the middleware.
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