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ABSTRACT

Modern software is often interactive—applications communicate frequently with the external world. For such applications, responsiveness—how quickly they respond to requests—is as important as throughput. Efficiently implementing these applications using traditional processes or static threads is difficult and error-prone. Task parallelism has the potential to significantly simplify the implementation of these applications—it allows the programmer to express the high-level logical flow of the program and let the scheduler handle the low-level details of scheduling, synchronization, and asynchronous I/O operations.

Researchers have begun to study how to best support such interactive applications where different components have different responsiveness requirements on priority-oriented task-parallel platforms. We propose Prompt I-Cilk, a practically efficient scheduler for priority-oriented task-parallel interactive applications. Our scheduler exhibits superior performance when compared to the state-of-the-art scheduler design, including on the Memcached object server, a large scale real-world interactive application that we ported to run on a task-parallel platform.

Our scheduler design defies the conventional folk wisdom on how to schedule task-parallel code—we moved away from randomized work stealing, and we implemented “prompt” scheduling with frequent checking of core-to-priority-level assignments. We show that such design choices make sense based on the workload characteristics of the parallel interactive applications we tested.
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1 INTRODUCTION

Much of modern software is service-oriented, long running, and interactive, where applications frequently communicate with the external world through the use of Inputs / Outputs (I/Os). Examples include modern desktop software such as email clients, web services hosted on cloud platforms such as video streaming services, or game servers. Unlike traditional parallel applications, which mainly care about high throughput (i.e., doing as much work as possible as quickly as possible), such interactive applications commonly have additional performance criteria, such as responsiveness, where some components—generally the components that interact with the external world—require low response time because humans or other applications are waiting on the response. Crucially, different components may have different responsiveness requirements.

Task-parallelism has been a popular programming paradigm for traditional, non-interactive parallel applications for some time now. On traditional task-parallel platforms, the programmer simply expresses the logical parallelism of the computation via high-level parallel control constructs, and lets an underlying runtime system automate load balancing and synchronization. Task parallelism can simplify parallel programming by allowing the programmer to focus on implementing the parallel semantics of the application rather than the scheduling logic, which is left to the runtime.

While most interactive applications are currently programmed using persistent threads such as pthreads, in recent years, researchers have begun to study how to best support interactive applications, where different components have different responsiveness requirements, on priority-oriented task-parallel platforms (e.g., [29–32, 41]). Specifically, to achieve responsiveness, this work assigns priorities to tasks so the scheduler can distinguish between tasks with stringent response-time requirements and those with looser requirements. Well-designed task-parallel platforms have a potential to significantly simplify the programming of interactive applications particularly due to the presence of frequent I/Os within these applications (see Section 2).

In order to do so, however, one must provide efficient scheduling support specifically designed for interactive applications, which is the goal of this work. Most prior work [29–32] on this topic focuses on type systems to check for priority inversions where a higher-priority task must wait for a lower-priority task to complete. Assuming the program type checks, the corresponding cost semantics can guarantee bounded response times of tasks assuming a “prompt” and greedy / work-conserving scheduler. Here, we say that the scheduler is prompt if it follows strict prioritization such that no core does low-priority work when high-priority work exists, and it is greedy or work-conserving if no core is idle when some work is available. Even though some prior work provides a prototype prompt scheduler for small applications written in ML, the focus of prior work is not on how to design a low-overhead and scalable scheduler for large-scale task-parallel interactive applications.
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well the Adaptive I-Cilk scheduler works when running real-world versions of the memcached server. For Adaptive I-Cilk, a parameter sweep was performed and each data point shown is drawn from the best runtime parameter set for the given RPS. The dashed lines show the results for each set of parameters. Pthread and Prompt I-Cilk do not require parameter sweeps.

Recent work by Singer et al. [41], referred to as Adaptive I-Cilk, proposed an online adaptive scheduler for priority-oriented task-parallel computations written in C++. We wanted to evaluate how well the Adaptive I-Cilk scheduler works when running real-world application workloads, so we ported the Memcached object caching server [2] to run on Adaptive I-Cilk. As far as we are aware, no one has conducted empirical evaluation on such a large-scale task-parallel code for interactive applications. The Memcached server consists of over 18,000 lines of C/C++ code and the porting effort is non-trivial — it involved converting all the I/Os within the application, removing the event loop in favor of something more streamlined, and removing the concurrency mechanisms of pthreads and rewriting them to utilize task-parallel constructs (i.e., spawn, sync, and futures [19]). Unfortunately, when compared to the original pthreaded implementation the Adaptive I-Cilk scheduler fell short.

Figure 1 shows the performance of pthreaded, Adaptive I-Cilk, and our proposed new scheduler Prompt I-Cilk (discussed later) running the Memcached server1 for the 99th percentile latencies across different requests per second (RPS) values (higher RPS means heavier server load). As this data shows, Adaptive I-Cilk performs significantly worse than the pthreaded implementation.

In order to understand the shortcomings of Adaptive I-Cilk, let us briefly review its design. At a high-level Adaptive I-Cilk tries to approximate prompt scheduling by preferentially executing high priority tasks, while simultaneously trying to maintain efficiency and low overhead. In order to do so, the scheduler in Adaptive I-Cilk utilizes a two-level scheduling strategy. The top-level processor allocating scheduler, given runtime executions, adaptively determines how to best assign cores to priority levels; it re-evaluates

---

1The experimental setup is in Section 5.
design; it states that we should avoid adding overhead when a worker has local work on its deque. It turns out that to minimize latency for high-priority tasks, it is better to abandon the work-first principle in favor of increasing promptness; therefore Prompt I-Cilk frequently checks to ensure that workers are working on the “correct” tasks. In particular, we make the following contributions:

- We ported the Memcached server, a large-scale real-world interactive application, to run on task-parallel platforms and conducted an empirical evaluation with it. Using Memcached as an example application, we argue that task-parallelism can simplify implementations of interactive applications. Using empirical evaluation, we show that classic work stealing with randomization may not be ideal for the Memcached’s workload characteristics (Section 3).
- Based on our experience with the Memcached server, we propose Prompt I-Cilk, an approximation of the prompt-greedy scheduler proposed in prior work and often thought of as infeasible to implement efficiently; its design involves using a centralized pool with aging heuristics and frequent checking of priority-level assignment (Section 4); and
- We conducted a detailed empirical evaluation of Prompt I-Cilk using three application benchmarks including Memcached. Empirical results indicate that Prompt I-Cilk, albeit simple, is a highly effective scheduler for these applications (Section 5).

2 PRELIMINARIES

This section briefly overviews the linguistics of Prompt I-Cilk and Adaptive I-Cilk—both systems are identical in terms of linguistic support and differ only in terms of scheduler design. The section also briefly describes the scheduler design for Adaptive I-Cilk.

Language Support for Interactive Applications

Like prior work on task parallelism, Prompt I-Cilk provides constructs for both fork-join parallelism and futures. The keyword spawn can precede a function invocation, indicating that the invoked function may execute in parallel with the continuation of the caller. The keyword sync serves as the counterpart for spawn and indicates that the control cannot pass beyond sync until all previously spawned functions have returned. The keyword fut-create is similar to spawn, but creates a future and returns a future handle, which can be used to wait for the termination of the function invoked and query its result using get. Futures allow a more expressive form of parallelism relative to spawn and sync, because a future handle can escape the lexical scope in which it is created, allowing arbitrary parallel subcomputations to wait for its associated function invocation. These constructs express the logical parallelism; the underlying scheduler is responsible for efficient scheduling of the generated work.

Like prior work [40], I/Os in Prompt I-Cilk are expressed using I/O futures, a special type of future. Therefore, Prompt I-Cilk essentially provides a synchronous interface for I/O operations which greatly simplifies the application logic. Generally synchronous I/Os are inefficient because workers may spin waiting for an I/O; however, because the Prompt I-Cilk runtime system understands these I/Os, it transparently and automatically time-multiplexes among concurrent subcomputations whenever the I/O operations block providing the performance advantages of asynchronous I/Os. In addition, when a task is created (via a spawn or fut-create), the programmer can specify its priority. The type system then checks for priority inversions—whether any higher priority task might wait for a lower priority task to complete—and the runtime system uses these priorities to preferentially execute higher priority tasks.

The Adaptive I-Cilk Scheduler Design

Although Prompt I-Cilk and Adaptive I-Cilk differ in important aspects of how they schedule tasks within a priority level, they both utilize deques to store execution contexts and operate on deques similarly. At any time, a worker has an active deque, and when the worker encounters a spawn or fut-create, the worker simply pushes the continuation of the spawning parent onto the bottom of its own deque, and continues to execute the spawned subroutine or future (assuming the subroutine is invoked with the same level of priority). If a worker encounters a failed sync, just as in classic work-stealing, the deque must be empty, and the worker tries to find work via work stealing. If a worker encounters a failed get, the deque may or may not still contain ready work; regardless, the worker suspends the deque and tries to find work via work stealing. Once the get that causes the deque to be suspended becomes ready, the deque becomes resumable and can be resumed by any worker looking for work. If a suspended deque has ready nodes which can be stolen, it is called a stealable deque.

This design in both Prompt I-Cilk and Adaptive I-Cilk is inspired by proactive work-stealing [42], which was designed to handle futures (and later extended to handle I/O futures [40]) efficiently. Proactive work-stealing is designed to provide efficient execution via reducing the number of "deviations" in the presence of futures; intuitively, reducing the number of deviations acts as a proxy for both reducing the scheduling overhead and improving locality. However, unlike classical work-stealing [8] (where the number of deques is the same as the number of workers), proactive work-stealing can generate many more deques than workers.

Adaptive I-Cilk and Prompt I-Cilk differ considerably, however, in most other aspects of their design—in particular, how the workers are moved between different priority levels and how the deques are organized. Adaptive I-Cilk [41] utilizes a two-level scheduling system. At the bottom level, each priority has its own randomized work-stealing scheduler. Since the number of deques is larger than the number of workers, instead of each worker having a single deque, each worker has its own deque pool—a set of deques. Each worker has one active deque, the deque it is currently working on; but may also have several suspended and resumable deques in its deque pool. When a worker tries to steal, it first picks a random worker and then picks a random deque in that worker’s deque pool as a victim. The Adaptive I-Cilk scheduler tries to ensure that the probability of stealing from each deque is about the same by performing rebalancing of deques among workers from time to time. In addition, recall that any steals from suspended deques which are not stealable are completely unproductive; therefore, Adaptive I-Cilk removes these non-stealable suspended deques from workers’ deque pools and reinserts them when they become resumable.

3If the spawned subroutine belongs to a different priority level, a deque is generated to store the subroutine and tossed to the appropriate priority level.
At the top-level, Adaptive I-Cilk has a centralized scheduler that moves workers between different priorities. At any particular time, each bottom-level scheduler is assigned a certain number of workers by the top-level scheduler and this allocation can change at quantum boundaries. At the end of each quantum, the system measures the utilization — percentage of the processing used for application work — of each bottom level scheduler and the top-level scheduler decides the allocation for each bottom-level scheduler for the next quantum based on this quantity. The intuition behind this design in Adaptive I-Cilk is as follows: If a lot of work is available at a particular priority level (as measured by utilization), more workers will be allocated to that level (with preference given to higher priorities). It simultaneously tries to minimize the overhead of moving workers between priority levels by doing so only infrequently.

3 MOTIVATING EXAMPLE: THE MEMCACHED SERVER

This section reports our experience porting and running the Memcached server [2], a widely used interactive application, on Cilk-based task-parallel platforms. We use Memcached as an example application to explain how task parallelism can simplify the implementation of interactive applications. We also use it to explain how the typical workload characteristics of interactive applications may differ from traditional parallel applications, thereby making randomized work-stealing non-ideal for these applications.

The Memcached Server Overview

The Memcached server provides an in-memory key-value store for small objects; it is widely used as a caching backend for many performance-critical systems and is designed to be scalable. At a high-level, it maintains a hash table; within each bucket, the objects are organized in (approximately) least-recently-used (LRU) order such that recently accessed objects are likely to be faster to access. One can configure Memcached to support hash table expansion and writing of the cached content to an external persistent storage.

The original implementation is written in C with POSIX threads [22] and organized as follows. Upon startup, the main thread creates several background threads and a fixed number of worker threads to handle client connections. The background threads perform tasks such as reorganizing the items in a bucket to maintain the LRU policy in the cache, assisting hash table expansion, crawling through the cache to collect statistics, and writing in-memory cache content to the external storage (if configured to do so); these are designed to run periodically. The main thread listens for requests from new clients; once a client is connected, a specific worker thread is assigned to handle its requests.

The Memcached server uses event-driven style programming with asynchronous I/O operations via the libevent library [1]. A worker thread time-multiplexes among multiple client connections at any given time via an event loop to handle events from multiple concurrent client connections. Each client, upon connecting to the server, is assigned to a particular worker, and a callback function is registered with the libevent library for events associated with that particular client connection. A worker thread never waits for a blocking I/O operation when handling a request. Rather, upon encountering a blocking I/O operation for a request \( r \), the worker thread returns from the callback function to handle requests from other connections, and only comes back to resume handling request \( r \) when the I/O can complete, which generates an event and causes the same callback function to be invoked again.

Due to asynchronous I/Os and event-driven style programming, the control flow of the application is extremely complex. A given request \( r \) might require multiple I/O operations before completion (with some computation interleaved between them). Thus, when the worker thread handling \( r \) encounters a blocking I/O and leaves to handle other requests, it must leave enough bookkeeping information so that it knows which I/O operation it blocked on when it returns to this callback function. Therefore, the callback function effectively encodes a large state machine using a switch-statement in a loop, where a read can transition to multiple states depending on what the input is and what state the request was in previously. Such control flow obscures the application logic, as the logic for handling a single request is scattered across different switch statement cases.

As mentioned in Section 1, the pthreaded version implements an aging heuristic that handles execution contexts in the order in which they become unblocked. This aging heuristic is implemented implicitly due to how libevent and the underlying OS handles asynchronous I/O operations. As the I/O operations become ready, the OS detects the available I/O events and returns them to libevent in the same order. Thus, as worker threads process the I/O events from libevent, they effectively process them in the same order as they became ready, at least among clients handled by the same worker thread. There are exceptions to this aging heuristic: if a particular client connection has multiple outstanding requests all of which can be processed without blocking, then the worker thread will process them together upon entering the callback function corresponding to that connection, up to some threshold before the worker thread voluntarily “yields” and returns from that callback so as to not starve other connections.

Simplifications using Task Parallelism

We rewrote the Memcached server using task-parallel control constructs and found that the resulting control flow is much simpler and exposes the underlying program logic. Specifically, we removed the event loop and we rewrote the giant callback function that encodes the state machine to handle client requests with I/O futures, which provide a synchronous I/O interface with the performance of asynchronous I/O. This rewrite turns the function that handles client requests into something much more streamlined; the I/O futures allow the programmer to express the client request handling logic as sequences of synchronous I/O and, based on the I/O result, some amount of computation. Furthermore, we no longer need to explicitly assign client connections to a given worker thread. Instead, each client connection translates into a future routine that handles the requests for that connection.

This simplification is possible because the runtime scheduler understands the semantics of I/O futures. It transparently time-multiplexes among multiple concurrent connections, by switching away from one execution context when a client request is blocked on an I/O operation, and resuming it when the I/O completes.
Shortcomings of Adaptive I-Cilk

Task parallelism makes it easier to write interactive applications, but puts the burden on the scheduler to provide good performance by time-multiplexing between requests and providing low latency to high priority requests. As mentioned in Section 2, the Adaptive I-Cilk scheduler tries to satisfy these goals by providing good scheduling mechanisms for I/Os, futures, and by adding support for priorities. However, certain characteristics of interactive applications make this design inefficient.

Most importantly, the parallelism (one might call it concurrency in this context) in the Memcached server is purely due to the handling of multiple concurrent client connections. There isn’t much parallelism otherwise—requests for a given connection are handled sequentially and there are not any parallel operations needed within a single request. Therefore, the scheduler must juggle many execution contexts (futures) concurrently in order to get efficiency. In addition, because all these connections are active at once, the aging heuristic is absolutely essential.

As mentioned in Section 2, both Adaptive I-Cilk and Prompt I-Cilk have a large number of deques at each priority level. Figure 2 shows the average number of non-empty deques across quantum when running the Memcached server with different server loads on Adaptive I-Cilk. As the numbers show, even for a lower server load, the number of non-empty deques at a given time is on the order of hundreds. The overall number of deques (including suspended and empty ones) would be higher.

Recall that Adaptive I-Cilk is a randomized scheduler which tries to ensure that all deques are stolen from with about equal probability. The randomization in a classic work stealing scheduler serves two purposes. First, it avoids contention. When every thief randomly chooses a victim to steal from, one can show that probability of stealing from the same victim is low. Second, it allows the scheduler to amortize failed steal attempts against the span of the computation, the length of a longest dependence chain in the computation. This scheduler design makes sense for classic task-parallel applications, where parallelism in the applications is mostly expressed in the form of fork-join parallelism and the number of deques is approximately the same as the number of workers.

In the context of interactive applications, where there are a lot of futures and I/O operations, and therefore deques, this design may not be ideal and can incur higher scheduling overhead than necessary. First, because the number of non-empty deques is abundant, contention is less of an issue. Second, there is little need to amortize the steal cost assuming a thief looking for work can locate a non-empty deque quickly without spending much time on failed steals, which is much easier to accomplish when the number of deques is large. For these two reasons, the randomization, at least for the purpose of practical considerations, no longer seems as important.

Yet, the design of Adaptive I-Cilk incurs scheduling overhead in favor of ensuring randomization due to (1) rebalancing deques across processors and (2) high constant overhead when a deque becomes empty or resumable because the deque pool of each processor is protected by a lock. In particular, the second point is subtle—in order to provide randomization, the deque pool must support random access and removal from arbitrary locations, which is difficult to implement without a lock. However, due to locking, accessing the deque pool can become expensive because a deque in its life time can repeatedly transition between being suspended/empty and resumable/non-empty (due to I/O operations), and each deque can thus be repeatedly removed from and re-inserted into different deque pools. In addition to the scheduling overhead, the randomization makes it quite challenging to implement the aging heuristic, which is absolutely crucial to get low latency.

When the number of deques in the system is large, which is typical for interactive applications that utilize frequent I/O operations, we argue that it is more important to provide a lightweight data structure to manage the many deques with fast insertion and removal than to ensure that the work stealing is randomized. As we will see in Section 4, our Prompt I-Cilk scheduler design moves away from randomized work stealing while keeping some other aspect of work stealing from [42], and our design favors access efficiency for managing the many deques. It also makes it easier to implement the aging heuristic. In Section 5, we show that the empirical data implies that the Prompt I-Cilk design incurs lower scheduling overhead than Adaptive I-Cilk.

4 THE PROMPT I-CILK SCHEDULER

This section describes the construction of the Prompt I-Cilk scheduler. At any time, each worker is working on a particular priority level. We use a bitfield to keep track of which priority levels have available work and each worker, asynchronously and somewhat frequently, checks whether it should switch to a different priority level. Within a priority level, we use a simple queue based scheduler

The prompt I-Cilk design incurs lower scheduling overhead than Adaptive I-Cilk.

4In principle, when the hash table gets resized, one can parallelize the moving of buckets from the old hash table to the new resized hash table, but we didn’t do that (nor did the pthreaded implementation) as a) the resizing occurs concurrently while the requests are being handled and does not seem to be a bottleneck and b) during our performance evaluation resizing doesn’t get triggered because the initial capacity is configured to be large enough for the workload.

5We are not aware of any lock-free concurrent data structures that satisfy these requirements. For instance, queue data structures (e.g., [28, 45]) do not allow for random accesses, nor does it allow one to remove items from arbitrary locations. On the other hand, a concurrent vector may support random access, but it cannot support removal from arbitrary locations in constant time (e.g., [10, 14]).
which can be viewed as a hybrid of work sharing and work stealing, with the goal of optimizing for efficient handling of many deques.

Work Stealing without Randomization

Within a priority level, our strategy can be viewed as a hybrid of work stealing and work sharing. The Prompt I-Cilk scheduler, like Adaptive I-Cilk, retains certain properties of proactive work stealing [42] (summarized in Section 2). Specifically, each worker operates on its own active deque (at the priority level that the worker is in); when the worker runs out of work or encounters a get that requires suspending its deque, it tries to steal work from other deques at the same priority level. Due to deque suspensions, there can be many deques at each priority level at any given time. Prompt I-Cilk mainly differs from Adaptive I-Cilk in how workers perform steals and how it manages the many deques in the system.

Prompt I-Cilk uses a relatively simple strategy for finding work. Instead of each processor having its own deque pool and performing randomized work-stealing, Prompt I-Cilk maintains a single deque pool for each priority level — this deque pool is implemented using an efficient concurrent non-blocking FIFO queue. The queue utilizes fetch-and-add to implement fast insert (at the tail) and removal (from the head). It is organized as an array of arrays to allow for concurrent accesses while resizing. It uses the standard epoch-based reclamation technique [15] to ensure that no workers are still referencing the old arrays before recycling them.

Whenever a worker (thief) wants to steal, it pops the deque off the head of the queue. If the deque is suspended and stealable, the thief steals from the top of that deque. If the deque is resumable, the thief simply mugs the whole deque and resumes the bottom-most frame. If the deque, after being stolen from / resumed, still contains stealable work, the deque gets pushed back onto the tail of the queue. Similarly, if a deque becomes resumable and if it is not already in the queue, the system pushes it to the tail of the queue.

Another key distinction between Prompt I-Cilk and Adaptive I-Cilk is that, while Adaptive I-Cilk ensures that no non-stealable (e.g., suspended and empty) deques are in any deque pool, Prompt I-Cilk does not maintain this strict condition. If a thief discovers an empty deque at the head of the queue, it simply doesn’t push it back and removes the next deque from the queue. Prompt I-Cilk maintains the invariant that all non-empty deques (active, suspended or resumable) are in the deque pool; however, some empty deques may also be in the deque pool because a deque may become empty while in the queue and remain there for some time. For instance, worker p’s active deque may be non-empty and therefore in the queue, and p may pop off the bottom frame, making it empty. This deque remains in the queue until it reaches the head of the queue, some thief pops it, discovers that it is empty and refrains from adding it back. While this mechanism means that sometimes workers have to do multiple queue accesses in order to find work, it makes the queue design simple and fast since we needn’t support removal or insert except at the head or tail respectively.

It is crucial, however, that all non-empty deques are in the queue since any available work on a deque must be discoverable by other workers. One possible design choice might be to keep all the deques many empty deques making it difficult for thieves to find work. Prompt I-Cilk strikes a balance — when a thief discovers an empty deque, it does not add it back to the queue. This, however, means that when an empty deque becomes non-empty, it might need to be added back. Therefore, whenever the system resumes a deque, it checks to see if this deque is already on the queue and pushes it back if it is not. Similarly, when a worker pushes something onto its active deque (via spawn or fut-create), it checks and pushes its active deque back onto the queue if necessary.

This checking of whether a deque needs to be pushed back onto the queue goes against the work-first principle [17]; however, in our experience, we find that this choice strikes the right balance. The added overhead is small enough that this choice is superior to both alternatives, namely (1) keeping all deques in the queue (making it difficult to find work); and (2) maintaining the strict invariant (as Adaptive I-Cilk does) that no empty deque is in the queue (requiring complex data structures that support removal of deques from arbitrary locations in the queue).

Support for Aging

Recall that the aging heuristic — handling requests in roughly old to new order — is crucial for performance in interactive applications. Intuitively, a FIFO queue naturally emulates the aging heuristic — when deques become resumable, they are inserted into the queue in FIFO order. However, it turns out that there are some subtle exceptions. Therefore, in practice, we actually utilize two queues to maintain the deque pool in order to implement aging properly.

One exception where the FIFO queue does not implement aging strictly is when a deque d is already in the queue, d becomes both suspended and empty, but d has yet to be removed from the queue (because it has not yet reached the head). Now suppose d becomes resumable again. In this case, d might be handled before deques that became resumable before it, but were added to the queue later. It turns out that this doesn’t happen enough to create issues in practice as deques in interactive applications tend to be shallow (i.e., with zero or few stealable items upon suspension), and workers go through deques quickly due to frequent I/O operations. Thus, a few deques can get “lucky” and cut in line in this fashion.

The other exception is due to abandoned deques and is more problematic. This happens when a worker p is working on a lower priority, say k; some higher priority work becomes available: p abandons its active deque at priority k and starts work at a higher priority. We call such a deque an immediately resumable deque — it was suspended not because it was blocked on a get; it was suspended because the worker has to abandon it to go work on a higher priority. At the point of suspension, this immediately resumable deque must be inserted into the queue, if it is not in the queue already. By inserting it at the tail, however, we are effectively “de-aging” the deque, putting it behind any deques that became resumable before the insertion.

To mitigate this issue, we use two queues to implement the centralized pool — a mugging queue that contains only immediately resumable deques that were abandoned, and a regular queue that operates as described above. If a worker needs to abandon its active

---

6The queue is organized as an array of arrays to allow for concurrent accesses while resizing.

7This is an issue only at lower priorities since a worker in the highest priority level will never abandon its active deque to go work on a different level.
we show that the frequent checking allows the scheduler to react with available work, it abandons its active deque in the current level when enqueueing a deque into a pool, always sets the corresponding

This section empirically evaluates Prompt I-Cilk using three applications, including the Memcached server [2] discussed in Section 3.

Supporting Promptness and Elasticization

The Prompt I-Cilk scheduler tries to approximate prompt scheduling — workers want to work on high priority work if any is available. In order to do so, the Prompt I-Cilk scheduler uses a bitfield to indicate which priority levels currently have work, where index \( i \) in the bitfield is set to 1 if priority level \( i \) has work. In practice, we use a 64-bit integer to represent the bitfield since it allows us to use the efficient atomic logical operations on x64 to manage the bitfield. In particular, we use fetch-and-or and fetch-and-and to update the bitfields; C++ atomic load with sequential consistent memory ordering to read the bitfield; and the compiler builtin \texttt{__builtin\_clzll} (e.g., see [4]) to quickly retrieve the bit index for the highest bit set. Although this limits the max number of priority levels to 64 in our implementation, this is more than enough in the applications we examined.

Because of the centralized deque pools, it is easy in Prompt I-Cilk to check whether a given priority level contains work. A worker, when enqueuing a deque into a pool, always sets the corresponding bit. A thief, when encountering an empty pool (which requires checking two queues, as described above), clears the corresponding bit. Since checking the size of the pool and clearing the bit are not atomic, the thief performs double checking — if the pool is empty, it clears the bit, checks the pool again, and resets the bit if the pool is no longer empty, ensuring that the bit should not be left unset for an extensive period if a thief clearing the bit interleaves with an active worker generating new work.

Every worker checks this bitfield frequently — a thief checks this bitfield before attempting a steal; an active worker checks this bitfield at every \texttt{spawn}, \texttt{sync}, \texttt{fut-create}, and \texttt{get}. If a worker realizes that it is working at a lower priority level than the highest level with available work, it abandons its active deque in the current level and moves itself to the higher level (the abandoned worker remains in the lower priority deque pool and will eventually be resumed). The frequent checking goes against the work-first principle [17]. However, somewhat surprisingly, we found that implementing the promptness with the frequent checking works well — in Section 5 we show that the frequent checking allows the scheduler to react to work quickly and does not incur undue scheduling overhead.

At times, thieves may find that there are no bits set in the bitfield. In this case, the thief is currently (perhaps temporarily) not needed by the application. Workers in this situation will, instead of stealing, wait on a global condition variable while the bitfield contains only 0 bits. As soon as an active worker sets the bitfield from zero to non-zero, that worker will broadcast the condition variable to wake up all sleeping workers. These workers then re-enter the scheduler loop and resume working on the highest priority work.

5 EVALUATION OF PROMPT I-CILK

We evaluate Prompt I-Cilk by comparing it to Adaptive I-Cilk, the-state-of-the-art priority-oriented task-parallel platform. We additionally compare Prompt I-Cilk to two other variants of Adaptive I-Cilk, to evaluate how much of the performance of Prompt I-Cilk may be attributed to each of its key differences from Adaptive I-Cilk. Empirical results indicate that generally Prompt I-Cilk outperforms Adaptive I-Cilk and incurs lower waste.

Experimental Setup and Evaluation Criteria

Hardware configuration. We ran experiments on a system with 40 2.40-GHz cores split across 2 Intel Xeon Gold 6148 processors, and 768-GB of main memory. Each processor has a shared (among 20 cores) 27.5-MB L3 cache. Hyperthreading was enabled, and each core had 2 hardware threads. Each core has a 32-KB L1 data cache, a 32-KB L1 instruction cache, and a 1-MB L2 cache. Experiments ran in Linux kernel 5.15, and all benchmarks were compiled with -flio and -O3 using the clang 5.0.0-based Tapir compiler [38].

The Memcached server setup. We have already covered the characteristics of Memcached [2] extensively in Section 3. One of the most important considerations for Memcached is how many requests per second it can process while meeting guarantees on the tail latency, which we will refer to as the Quality of Service (QoS). For Memcached, we use the QoS criterion adopted by Palit et al. [36]: 95% of all client requests should be handled within 10 ms. We use the Memcached driver from [36] to find the maximum number of requests per second (RPS) that the server can handle using the pthreaded version, and run experiments on nearby RPS values. As in [36], we find the maximum RPS that meets the QoS using a binary search on the RPS with a fixed client count (600).

We ran Memcached on 4 cores and used 20 cores for client connections. For the pthreaded version, this configuration means the server creates 4 worker threads, plus the main thread and a few background threads. Even though the pthreaded version oversubscribes, the background threads rarely ran. For all other platforms, this configuration means that the platform creates 4 worker threads plus 4 I/O handling threads (which is based on the design of the prior work on handling I/O futures [40]). We chose to run the Memcached server on this configuration because the Memcached documentation [3] recommends one run the server with only 4 worker threads, as more worker threads would likely create a synchronization bottleneck on the shared cache.

The email and job servers setup. The email and job servers were used to evaluate Adaptive I-Cilk [41], and they are specifically designed to test out priority-oriented task-parallel platforms, where each application consists of multiple tasks with multiple priority levels. We acquired the applications from the public release of Adaptive I-Cilk [39], but modified them slightly to ensure that the amount of the work done in each run is the same. Typically, if in an interactive application the input arrives with nondeterministic timing, then the workload generated may differ depending on the internal server state when the input arrives. To enable more consistent timing and a fair comparison between different platforms, we made changes to the client request generations and how the servers worked to ensure consistent workload generation.

The email server benchmark simulates a multi-user email server and supports multiple operations, from highest to lowest priorities.
Figure 3: The latencies of Memcached implemented with different schedulers. For Adaptive I-Cilk, Adaptive I-Cilk plus aging, and Adaptive Greedy the data points are drawn from the runtime parameter configuration with the best 99th percentile latency for the given RPS. Adaptive I-Cilk uses 5 different sets of parameters, while Adaptive I-Cilk plus aging and Adaptive Greedy both use 4 different sets of parameters.

Figure 4: The 95th and 99th percentile latencies of the job benchmark normalized to the latencies of Prompt I-Cilk, with Prompt I-Cilk also shown for reference. Tasks are shown in order of highest to lowest priority. Adaptive I-Cilk uses 3 different sets of parameters, and its variants use 2 different sets of parameters.

— a) send emails (send), b) sort emails (sort), and c) two operations with equal priority: compress emails (compress); and print emails (print), which requires decompressing the emails. We ran the email server on 4 cores and used 20 cores to simulate client connections.

The job server simulates a server that performs shortest-job-first scheduling, so shorter jobs get higher priorities, from highest to lowest: a) matrix multiplication (mm), b) Fibonacci (fib), c) sort (sort), and d) Smith-Waterman (sw). Because all these jobs are parallel tasks, we ran the job server on 20 cores.

Variants of Adaptive I-Cilk. We additionally implemented two variants of Adaptive I-Cilk to gauge how much of the performance of Prompt I-Cilk may be contributed by its key differences from Adaptive I-Cilk. The first one is Adaptive I-Cilk plus aging, which adds a per-worker aging heuristic to Adaptive I-Cilk; that is, each worker additionally maintains a queue of resumable deques in resumption order, such that thieves stealing from this worker can work on these deques according to the aging order. This allows for a per-worker approximation of the aging heuristic. The second one is Adaptive Greedy, which still uses the two-level scheduling system as in Adaptive I-Cilk but replaces the bottom-level scheduler with the work-stealing scheduler in Prompt I-Cilk, i.e., it uses a centralized deque pool and steals without randomization, and therefore approximates aging better than Adaptive I-Cilk plus aging.

Like Adaptive I-Cilk, both variants still require setting runtime parameters. For all of these Adaptive variants of schedulers, we always perform the runtime parameter sweep for each benchmark and present numbers with the runtime parameters that have the best tail latency.\footnote{For email and job servers, we used an average of 95th and 99th percentile latencies; for Memcached, we used the 99th percentile latency.} This means the timing data shown for each RPS for a given benchmark may not use the same runtime parameters.

Latency Comparison

Figure 3 shows the 95th and 99th percentile latencies of handling requests in the Memcached server for the implementations using pthreads, Prompt I-Cilk, and variants of Adaptive I-Cilk. We only show the 95th and 99th percentile latencies because the plots for the average and 50th percentile latencies look very similar to the 95th percentile plot. Prompt I-Cilk, Adaptive I-Cilk plus aging, and Adaptive Greedy have similar performance to the pthreaded version, and outperform the pthreaded version at higher RPS, especially for the 99th percentile latency. Adaptive I-Cilk, on the other hand, has
Figure 5: The top row shows the 95th and 99th percentile latencies of the email benchmark normalized to the latencies of Prompt I-Cilk, with Prompt I-Cilk also shown for reference. The bottom row shows the average and median latencies similarly. Tasks are shown in order of highest to lowest priority. Print and comp are at the same priority level. The Adaptive I-Cilk variants use 3 different sets of parameters.

much higher latencies, creating an obvious gap between Adaptive I-Cilk and Prompt I-Cilk. This result indicates that the aging heuristic is really the crucial difference here. Interestingly, Adaptive Greedy slightly outperforms Prompt I-Cilk at the highest RPS, indicating that the promptness incurs slightly more overhead for Memcached at high RPS.

Figure 4 shows the 95th and 99th percentile latencies of the job server implemented in Prompt I-Cilk and the Adaptive variants of I-Cilk, with the latencies normalized to the latencies of Prompt I-Cilk. The server workload is configured to be low at 3 RPS, decent at 4 RPS, and high at 5 RPS. We only show the 95th and 99th percentile latencies, but the plots for the average and 50th percentile latencies look similar, and Prompt I-Cilk across the board outperforms other variants. The job server contains more parallelism — each job instance created by the server is a traditional task-parallel job. Even in this setting the scheduling mechanisms in Prompt I-Cilk seem to work well, namely aging and promptness.

First, let’s examine the aging mechanism. The aging mechanism really kicks in when the number of deques within a priority level gets large. In the job server, unlike in Memcached, each request generates a parallel task and thus can fully utilize more cores. Consequently, the higher priority tasks (i.e., mm and fib) will take up more cores, leaving the lower-priority-level tasks unattended to for longer periods. We observed that the average number of deques (across quanta) is high for lower priority tasks (i.e., sort and sw), especially at 4 and 5 RPS (on the order of hundreds per level). The aging mechanism really matters for providing better latencies in this setting, as demonstrated by the superior performance of Adaptive Greedy over other Adaptive variants for sort and especially sw at 4 and 5 RPS. We don’t see this phenomenon at 3 RPS because the number of deques is low across priority levels.

Second, the promptness in Prompt I-Cilk really helps. Generally, we see that the latency improvement of Prompt I-Cilk over other variants is the most pronounced for high server loads and for the higher priority levels, which makes intuitive sense for this workload. Because the job server contains many parallel jobs, the promptness of Prompt I-Cilk will cause it to work on the highest priority work available, whereas in other Adaptive variants the highest priority level will take time to both ramp up its worker counts when the tasks come online and then take time to ramp back down when the tasks complete. This slower ramp up allows the lower priority level
jobs to get some work done in the mean time, but the slower ramp down also means more wasted cycles, which we will examine in more detail later in this section.

The top row of Figure 5 shows the 95th and the 99th percentile latencies of the email server implemented with Prompt I-Cilk and the Adaptive variants of I-Cilk. We also show the the average and median latencies in the bottom row because, unlike other benchmarks, the shape of the average and median latencies do not resemble that of the higher percentiles.

The email server is an interesting application to study, as the data does not tell a story as clean as the job server. Let’s examine the aging heuristics first. In the email server, we observed that the lower priority levels (i.e., print and compress) contain large numbers of deques at only the highest load, 18K RPS. Thus, we see that the aging heuristics really help in that setting. At the 6K RPS, because the number of deques is low, the aging heuristics do not do much, and the different variants perform comparably. However, at 12K RPS, we see Adaptive Greedy perform better for high priority tasks but worse at lower priority tasks. It turns out that, at 12K RPS in particular, the data points we chose to show for Adaptive Greedy used a runtime parameter that ramps up and down the core counts more aggressively compared to other variants, leading to better latencies at higher priority tasks but also higher waste, which resulted in lower priority tasks getting delayed. At 6K RPS we don’t see this pattern because the best data points across variants happen to use the same runtime parameters.

At the 95th and 99th percentile, the promptness clearly helps as Prompt I-Cilk outperforms the other variants. For the 50th percentile, the Adaptive variants outperform Prompt I-Cilk at 6K RPS as well as for the lowest priority task, comp, at 12K RPS. Prompt I-Cilk still provided better or comparable average latencies for these data points, however, which indicates that Prompt I-Cilk provides more stable running times (i.e., lower variance).

### Waste and Scheduling Overhead

To evaluate how well Prompt I-Cilk manages waste and its scheduling overhead, we additionally collected the waste times and running times for Adaptive I-Cilk and Prompt I-Cilk. The waste corresponds to time workers spent looking for and failing to find work. For Prompt I-Cilk, it also includes time a worker spent putting itself to sleep and waking up when the bitfield goes from non-zero to zero and vice versa. The running time corresponds to time workers spent doing useful work or scheduling overhead, such as successful steals, mugging, and, in the case of Prompt I-Cilk, time spent checking the bitfield or checking if it needs to push its deque onto the queue while active.

Across benchmarks, Prompt I-Cilk incurs slightly higher running times, but makes up for it by reducing waste.

For the Memcached server and the job server, where the concurrency and parallelism are abundant, Prompt I-Cilk does not particularly incur higher scheduling overhead compared to Adaptive I-Cilk, which suggests that the extra scheduling overhead incurred in Prompt I-Cilk while a worker is active is not overly cumbersome. Moreover, compared to Adaptive I-Cilk, for the job server it seems to be managing waste a lot better.

The email server benchmark, on the other hand, creates sequential tasks and tasks with low parallelism in bursts. Such a workload causes Prompt I-Cilk to incur slightly higher waste compared to the job server, and slightly higher running time compared to both of the other benchmarks. The savings on waste still outweighs the higher running times compared to Adaptive I-Cilk however. Interestingly, Prompt I-Cilk incurs its highest waste at 6K RPS for email. As the server load gets higher (in this case, higher concurrent requests), it is able to manage waste better.

### 6 RELATED WORK

In Sections 1 and 2, we have discussed the most closely related work, namely Adaptive I-Cilk, in detail. In addition, there is extensive work, going back many decades, on work-stealing for classical throughput oriented parallel applications; here we will focus primarily on some related work for interactive applications.

As mentioned in Section 1, task parallelism for interactive applications is a relatively recent research topic, but has been considered from the perspective of type systems and cost models [29-32]. Most of this work focuses on designing type systems that can detect priority inversions in order to ensure that, if scheduled using a prompt scheduler, the application gets appropriate performance guarantees. This work is synergistic and orthogonal with our work because Prompt I-Cilk is meant to be a practically efficient approximation of a prompt scheduler. Some of this work [29, 30, 32] implements a work-stealing scheduler with private deques in an extension of parallel ML [43, 44]; however, this scheduler is mainly designed to be proof of concept for expressiveness of the type system and not really evaluated for performance on larger applications. Singer et al. (authors of Adaptive I-Cilk) [41] proved theoretical performance guarantees which do not apply directly to Adaptive I-Cilk; however, the authors argue that a design similar to Adaptive I-Cilk, but with a greedy scheduler at the bottom-level is almost prompt.

Interactive applications are conventionally written with asynchronous I/Os with event-driven programming. Runtime mechanisms have been proposed to allow for a synchronous I/O interface while providing the performance of asynchronous I/O [5, 21]; this work is concerned only with I/O performance and not load balancing. Researchers [18, 47] have also tried to incorporate work stealing into event-driven applications to allow for parallel execution but they are not concerned with the priorities of tasks.

Much work on interactive applications is in the context of web services, focusing on resource management to ensure quality of service (QoS) guarantees on responsiveness [9, 20, 23]. In web...
searches, a single search can generate multiple queries, where the response time is dictated by the tail latency contributed by a few long queries. In this context, each query is treated as a parallezable job, and multiple scheduling mechanisms have been proposed to selectively or incrementally parallelize certain queries to reduce the tail latency [20, 24, 25]. Often, interactive web services run in a multithreaded environment, where batch jobs are co-located with latency-sensitive web services to increase CPU utilization. Various scheduling techniques have been proposed for such systems to meet QoS while keeping the CPU utilization high [7, 11–13, 16, 26, 27, 33–35, 37, 46]. This line of work is largely orthogonal and complementary to ours – one can imagine using these systems to manage resources in a multithreaded environment with some latency-sensitive task-parallel applications written to run on Prompt I-Cilk.

7 CONCLUSION AND FUTURE DIRECTIONS

This paper shows that well-engineered task-parallel platforms can provide good performance for real-world interactive applications while simplifying their construction. It’s interesting that Prompt I-Cilk outperforms the state-of-the-art priority-oriented task-parallel platform by going against the conventional wisdom on work-stealing, such as the importance of randomization and the work-first principle. We believe this is because the characteristics of parallel interactive applications differ considerably from traditional task-parallel applications, and thus different considerations apply.

There are several directions of future work. First, Prompt I-Cilk implements an approximation of prompt schedulers, but we haven’t characterized its worst case performance theoretically; it would be interesting to do so. Second, real-world interactive applications are complex and use many features, e.g. locks and condition variables, which must be handled better if task-parallelism is to become the new way these applications are written. Finally, it would be interesting to test Prompt I-Cilk on additional real-world benchmarks.
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