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ABSTRACT
Stream computing is a popular paradigm for parallel and distributed computing, which features computing nodes connected by first-in first-out (FIFO) data channels. To increase the efficiency of communication links and boost application throughput, output buffers are often used. However, the connection between the configuration of output buffers and application deadlocks has not been studied. In this paper, we show that bad configuration of output buffers can lead to application deadlock. We prove necessary and sufficient condition for deadlock-free buffer configurations. We also propose an efficient method based on all-pair shortest path algorithms to detect unsafe buffer configurations. We also sketch a method to adjust an unsafe buffer configuration to a safe one.

Categories and Subject Descriptors
F.1.2 [COMPUTATION BY ABSTRACT DEVICES]: Modes of Computation; H.3.4 [SYSTEMS AND SOFTWARE]: [Distributed Systems]
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1. INTRODUCTION
Stream computing is a paradigm of parallel and distributed computing featuring computing nodes connected by data channels. Each node runs an application module and processes data in first-in first-out (FIFO) order. Data channels deliver data, also in FIFO order. The sequence of data items delivered by a data channel is called a data stream. Figure 1 is a stream computing system for approximating population variance, which can be calculated with the following formula [30]:

\[ \sigma^2 = \bar{z}^2 - \bar{x}^2 \]  

(1)

where \( \bar{x} \) is the average of the \( N \) values.

The source node \( u \) duplicates input data to \( v \) and \( w \), which compute \( \bar{z} \) and \( \bar{x}^2 \) respectively for each data set. These quantities are then merged at node \( x \) to compute estimated variance values.
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This simple example demonstrates two benefits of stream computing. First, while benefiting from parallel execution, the application developer can think sequentially when authoring each application module, which is very helpful since most of today’s programmers still prefer sequential programming. Second, the FIFO order of data delivery and data processing makes it possible to reason about formal properties of streaming applications, such as the fix-point property [13] and deadlock freedom [4, 18].

While in theory we can think each data channel as a single (bounded) buffer, in practice, it usually consists of an output buffer visible only to the sender, an input buffer visible only to the receiver, and possible transmission buffers in between. The use of output and input buffers are usually for performance considerations since each send or receive operation incurs some fixed overheads. By buffering some data items locally and sending them in one operation, we can amortize overhead per data item and thus improve throughput, which has been observed not only in streaming applications[24, 27] but also in other domains [25, 26]. This “batching” idea has been implemented in some streaming computing systems [11, 31]. Note amortizing communication overhead is just one way of improving throughput of streaming application, which can also be optimized in many other ways [12, 19].

In addition to performance, output buffers might also impact application correctness. More specifically, they can lead to potential application deadlocks. To the best of our knowledge, the deadlock implications of output buffers have not been studied before. In this paper, we will show that in typical streaming applications, if output buffers are not configured appropriately, deadlock can happen during application execution. We will present necessary and sufficient conditions that make a buffer configuration vulnerable to deadlocks. We also provide an algorithm to check whether a buffer configuration is freedom of deadlocks.

2. MODEL DESCRIPTION
In this section, we present the stream computing model we will
use in this paper. The model is very straightforward and easy to understand. If the reader is familiar with the Synchronous Dataflow (SDF) [15, 16], our model is essentially an acyclic homogeneous SDF, where each port has a data rate of one.

An application is represented as a directed acyclic graph (DAG) topology where modules and channels are vertices and edges, respectively. We do not consider feedback channels in this paper, but we may consider it in future work [28] shows that feedback channels are uncommon in stream computing applications.

As in ordinary streaming applications, data delivery and data processing are in FIFO order. We add a data rate restriction that each node consumes exactly one data item, or token, from each input channel (if the node is not a source node) and produces exactly one data item on each output channel (if the node is not a sink node), regardless of data content. Data filtering and dynamic data rates are not allowed.

Each channel \( q \) has a static buffer size, denoted as \( |q| \), which is determined when the application is constructed and stays unchanged during application execution. Each channel has an output buffer, which is a part of the channel buffer; hence, the size of the output buffer, denoted as \( |q_o| \), is smaller than the total channel buffer. Remember that data in the output buffer is invisible to the receiver. The sender can choose to flush the output buffer and make the data visible to the receiver (after some finite time) at any time (e.g. due to some control events [17, 22]); however, if the output buffer becomes full, the sender must flush it. If the rest of the channel buffer does not have enough capacity to buffer all data to be flushed from the output buffer, it accepts as much data as it can, and the remaining data remains in the output buffer.

If the input data stream is bounded, then after the source node finishes reading all input data, it sends an end-of-stream (EOS) token to downstream receivers to flush any remaining data in output buffers. All nodes receiving the EOS token must propagate it, so that it eventually reaches the sink node.

If a channel is full, neither the output buffer nor the rest of the buffer can accept any data item, and the sender is blocked; if the receiver does not see input at one of its input channels, the receiver is blocked. Note that even if a channel is not empty, e.g. data are in the output buffer, the receiver could still be blocked because the data in the output buffer is not available to the receiver. Blocking on non-empty channels is a key factor in the deadlocks we study below.

3. DEADLOCK CHARACTERIZATION

![Figure 2: A deadlock due to bad output buffer configuration. Both uw and wx have an output buffer size of 8, so output buffers are not flushed.](image)

We now demonstrate how a deadlock can happen under the presence of output buffers. As an example, consider Figure 2, which has a topology similar to Figure 1. The buffer configuration is \([uw] = 4, [vx] = 4, [wx] = 16, [uw], [wx], [vx] = 8\); we ignore \([uw], [vx]\) for simplicity. After \( u \) sends 4 data items to both \( v \) and \( w \), it flushes the output buffer of \( uw \) due to some control event although the buffer is not full. It then sends another 4 data items to both \( v \) and \( w \), but this time it does not flush \( uw \)'s output buffer, and \( wx \)'s output buffer is not flushed, either. Now \( uw \) and \( wx \) are full, blocking \( u \) and \( v \), respectively; the output buffers of \( uw \) and \( wx \) each holds 4 data items, making \( w \) and \( x \) see no data on \( uw \) and \( wx \), respectively, so \( w \) and \( x \) are also blocked. None of the four nodes can make any progress, yet there are data unprocessed in the system, so the application is deadlocked.

The buffer configuration for this simple topology is obviously a bit contrived, and it is easy to identify deadlock risk within it. More complex topologies, however, are not so straightforward to analyze. We therefore begin by identifying those topologies in which a deadlock can occur.

Before proceeding to the analysis of properties that lead to potential deadlocks (or freedom of deadlock), let us clarify definitions. Many of the following definitions have been presented in [18].

**Definition 3.1. (Blocking Relation)** If a node \( v \) is waiting for an input from a downstream neighbor \( u \), or if \( v \) is waiting to send output to a downstream neighbor \( w \) because the channel buffer between them is full, we say that \( u \) blocks \( v \), denoted \( u \vdash v \). If there exists a sequence of nodes \( v_1 \ldots v_n \) such that \( v_i \vdash v_{i+1} \) for \( 1 \leq i < n \), we write \( v_1 \vdash^{\uparrow} v_n \).

**Definition 3.2. (Deadlock)** A system is said to deadlock if no node in the system can make progress, but some channel in the system still retains unprocessed data items (so that the computation is incomplete).

**Theorem 3.3. (Deadlock Theorem).** A system eventually deadlocks if and only if, at some point in the computation, there exists a node \( u \) s.t. \( u \vdash^{\uparrow} u \).

**Proof.** (\( \rightarrow \)) Suppose that at some point in the computation, there is a node \( u \) such that \( u \vdash^{\uparrow} u \). Because a blocked node cannot make progress, no node on the cycle involving \( u \) can make progress. Hence, once the blocking cycle occurs, it will remain indefinitely. Moreover, not every pair of successive nodes in the cycle can be linked by an empty channel; otherwise, we would have that \( u \) is waiting for input from \( v \), which is impossible because the graph of computing nodes is a DAG. Hence, the blocking cycle contains at least one full channel, which means there are unprocessed data items, and so the system is deadlocked.

(\( \rightarrow \)) Suppose that \( u \vdash^{\uparrow} u \) does not hold for any node \( u \) at any point in the computation. We show that, as long as there is any data in the system, some node is able to make progress; hence, the computation will never halt with unprocessed data on a channel.

At any point in the computation, either every node with input data can make progress, or some such node is blocked. Let \( H \) be the directed graph obtained by tracing all blocking relationships outward from \( u \), such that there is an edge from \( v \) to \( w \) iff \( v \vdash w \). By assumption, \( H \) has no cycles and is therefore a DAG. Let \( v_0 \) be a topologically minimal node in \( H \), which is not blocked by any node. If \( v_0 \) has data items on its input channels, it is able to consume them and so make progress. Otherwise, \( v_0 \)'s input channels are all empty, so that it cannot block any upstream neighbors. Moreover, since \( v_0 \) itself is not blocked, either it is a source node that can advance its computation index by spontaneously producing data items, or it must have received the EOS marker and so cannot block any downstream neighbors (which contradicts \( v_0 \)'s presence in \( H \)). Conclude that \( v_0 \) is able to make progress, as desired. \( \square \)
DEFINITION 3.4. (Blockwise (not clockwise) and Counterblockwise) Let \( C \) be a cycle of blocked nodes \( v_1 \ldots v_n \), such that \( v_1 \rightarrow^{+} v_n \) and \( v_n \rightarrow^{+} v_1 \). The direction of increasing index on \( C \) is called blockwise, while the opposite direction is counterblockwise.

A channel on \( C \) between \( v_i \) and \( v_{i+1} \) may be oriented either blockwise from \( v_i \) to \( v_{i+1} \) or counterblockwise from \( v_{i+1} \) to \( v_i \). Because \( v_i \rightarrow v_{i+1} \), a blockwise channel on a blocking cycle is always empty, while a counterblockwise channel is always full. For example, in Figure 2, \( uv \) and \( uw \) are blockwise channels while \( uv \) and \( vx \) are counterblockwise channels.

We notice that not all systems can have deadlocks. For example, a system with just two nodes connected by one channel will never deadlock. However, even quite simple systems, such as one with just two nodes connected by two parallel data channels, can deadlock.

DEFINITION 3.5. (Potential Deadlock) A system with finite buffer sizes on all channels has a potential deadlock if, given the node topology and channel buffer configuration, including output buffer configuration, there exist input streams and histories of data flushes at each node such that a deadlock is possible.

DEFINITION 3.6. (Undirected Cycle) Given a system abstracted as a DAG \( G \), an undirected cycle of \( G \) is a cycle in the undirected graph \( G' \) that is the same as \( G \) except that all edge directions have been removed.

For example, in the graph of Figure 2, \( uvwxw \) is an undirected cycle that can become blocking. We now show that in a general DAG, every undirected cycle can become blocking.

**Claim 3.7.** Given a system \( S \) abstracted as a DAG \( G \), \( S \) has potential deadlocks only if \( G \) has an undirected cycle.

**Proof.** Note that the claim says an undirected cycle is only a necessary condition for deadlocks. Indeed, if there is no undirected cycle, there cannot be a blocking cycle, hence deadlocks cannot happen.

**Theorem 3.8.** If every channel has an output buffer of size zero, which means every output data item is guaranteed to be visible to the receiver after finite time, then the system cannot deadlock.

**Proof.** The system is equivalent to a non-filtering system described in [18]. According to Theorem 3.1 in [18], the system is freedom of deadlocks.

According to Theorem 3.8, if we do not use an output buffer, the system cannot deadlock. But this “write-through” style of data delivery is not good for throughput because of the delivery overhead per data item. Generally speaking, a large output buffer can improve data throughput (though it might increase data latency), so how large should we set the output buffer so that the system is still deadlock-free? In other words, given a buffer configuration, can we tell if the system is deadlock-free? If so, how can we change the buffer configuration so that the system is deadlock-free? We will answer these questions in the next couple of sections.

4. DEADLOCK AVOIDANCE

To avoid the deadlocks, one solution is using a timer for each node (or each channel). When the timer expires, all data in the corresponding buffer(s) must be flushed. This solution works because it avoids buffering data indefinitely. However, choosing appropriate length for timers is non-trivial. Too long or too short timers can degrade application performance.

We avoid using timers by setting safe buffer sizes. We argue that by setting appropriate total channel buffer sizes and output buffer sizes, a streaming computing system under the conditions we have specified can never deadlock.

4.1 Conditions for Deadlock-free Buffer Configuration

We will prove that the space of safe buffer configurations for a given application graph \( G \) is precisely defined by a set of linear constraints on these total buffer sizes and output buffer sizes. We introduce two constraints for each undirected cycle in \( G \), which together ensure that this cycle cannot become a blocking cycle for more than finite time.

![Figure 3: The division of an undirected cycle.](image)

To describe the necessary constraints, consider Figure 3, which illustrates the division of an undirected cycle \( C \) in an application. Channels on this cycle are directed either clockwise or counter-clockwise. Given such an undirected cycle \( C \), suppose the set of clockwise channels is \( H_1 \) and the set of counterclockwise channels is \( H_2 \). Let \( |q|_o \) be the size of the output buffer for channel \( q \), and set \( |q|_o = |q| - 1 \). Let \( |q| \) be the total buffer size of \( q \).

We establish the following inequality constraints for cycle \( C \):

\[
\sum_{q \in H_1} |q|_o < \sum_{q \in H_2} |q| \quad (2)
\]

\[
\sum_{q \in H_2} |q|_o < \sum_{q \in H_1} |q|_o \quad (3)
\]

Besides the above constraints, for each channel \( q \), the following constraint is also naturally enforced:

\[
0 \leq |q|_o \quad (4)
\]

\[
|q|_o < |q| \quad (5)
\]

Note that if \( |q|_o = 0 \), which means no output buffer is associated with \( q \), we let \( |q|_o \) be 0 rather than \(-1\). The reason is that the effect of \( |q|_o = 0 \) is same as that of \( |q|_o = 1 \) as no data item will ever stay in the output buffer.

An application graph may have more than one undirected cycle, each of which generates a pair of constraints as described. The union of all these constraints defines the space of safe buffer configurations.

**Theorem 4.1.** Inequalities 2, 3, 4, and 5 together are both necessary and sufficient to guarantee deadlock freedom of the given stream computing system.

**Proof.** “Necessary” means that if any of the constraints are violated, the system is at risk of deadlock; “sufficient” means that by following the constraints, the system is guaranteed to be freedom of deadlocks.
Instead of proving the theorem from scratch, we map the system in this paper, denoted as Γ, to the one described in Section III.C of [21], denoted as Φ, which proves that a dummy message schedule constrained by a set of linear inequalities can avoid deadlocks caused by data filtering. We set \(|q_i|'_v\) for \(q_i\) in Γ as the dummy interval \(|q|\) (defined in [21]) in Φ. Note that Inequalities 4 and 5 cannot be violated, otherwise the buffer configuration is impossible.

Suppose Γ deadlocks; then there must be a blocking cycle with some full channels and other channels with unflushed output buffers. We construct a data history in Φ such that all node receive the same history of data, all channels corresponding to full channels in Γ do not filter, and other channels on the cycle filter data items corresponding to the ones in output buffers. In Γ, we get a blocking cycle with alternate full paths and empty paths, which means a deadlock.

Suppose Φ deadlocks; then there is a blocking cycle with alternate full paths and empty paths. WLOG, we assume that full channels have not filtered any data. We let each node in Γ receive the same sequence of data as the corresponding node in Φ does. No output buffer is flushed unless it is full. When the deadlock happens in Φ, the filtered data items are corresponding to the data items in the output buffer in that they are invisible to the receiver. Since the filtering history causes a deadlock in Φ, the invisibility caused by output buffers causes a deadlock in Γ.

Because the dummy intervals constrained by Inequalities 2 and 3 are sufficient for avoiding deadlocks, inequalities 2, 3, 4 and 5 are both sufficient and necessary for avoiding deadlocks caused by bad buffer configurations.

To verify whether a set of buffer configurations is freedom of deadlock or not, we can enumerate all undirected cycles and check whether any of the inequalities is violated. However, the number of undirected cycles could be exponential to the graph size. For example, by turning an undirected complete graph into a DAG, we can have \(2^N\) undirected cycles, where \(N\) is the number of vertices. Verifying the inequalities by enumerating all undirected cycles could be very expensive, so we next present an efficient algorithm to verify the safety of buffer configurations.

### 4.2 Verifying Safety of Buffer Configuration

We sketch a method to verify the safety of a given set of buffer configurations, which involves checking for non-positive cycles on a specially defined graph.

**Definition 4.2. (OB-graph and Mirror Edge)** Given a DAG \(G = (V, E)\) for a streaming system and its output buffer configurations, we create a new graph \(G' = (V, E')\). For each edge \(e = uv \in E\), we create two edges on \(G'\): \(e' = uv\) and \(e'' = vu\) (Note the direction of \(e'\)). The weight of \(e'\) is \(-|uv|'_o\), \(G'\) is the OB-graph (short for output-buffer graph) for \(G\), and \(e'\) and \(e''\) are mirror edges of each other.

The careful reader will notice that the assignment of the weight \(|e'|_o\) is related to the inequalities defined in the previous section.

**Claim 4.3.** Given a dataflow graph \(G\) for a streaming system and its OB-graph \(G'\), Inequalities 2, 3, 4 and 5 hold for every simple undirected cycle in \(G\) iff every cycle in \(G'\) has a positive total weight.

**Proof.** (\(\leftarrow\)) A directed cycle \(C'\) in \(G'\) is created from an undirected cycle \(C\) in \(G\). If the inequalities hold for \(C\), \(C'\) has a positive weight, since the absolute value of the sum of negative edges is less than the sum of the positive edges.

(\(\rightarrow\)) Suppose one of the inequalities fails to hold for some undirected cycle \(C\) in \(G\). WLOG, suppose Inequality 2 is violated, which means the sum of \(|q|'_o\) of clockwise channels is at least the sum of buffer size of counterclockwise channels. Let \(C''\) be the directed cycle created with clockwise negative edges and counterclockwise positive edges based on \(C\). The absolute value of the total weight of negative edges on \(C''\) is at least the total weight of its positive edges, so \(C''\) has a non-positive total weight.

To check whether there is a non-positive cycle, we can run an all-pairs shortest path algorithm (e.g. the Floyd-Warshall algorithm [10, 29]) on \(G'\), as described in Algorithm 1. A non-positive distance from a vertex to itself indicates the existence of a non-positive cycle. With the classic Floyd-Warshall algorithm, we can check for non-positive cycle in \(O(N^3)\), where \(N\) is the number of total nodes in the stream computing system.

**Algorithm 1: Checking for Non-positive cycle.**

```plaintext
for i ← 1 to n do
  for j ← 1 to n do
    if \(v_i, v_j \in E\) then
      \(d_{ij} ← |v_i v_j|\)
    else
      \(d_{ij} ← ∞\)
  for k ← 1 to n do
    for i ← 1 to n do
      for j ← 1 to n do
        if \(d_{ij} < d_{ik} + d_{kj}\) then
          \(d_{ij} ← d_{ik} + d_{kj}\)
        if \(d_{ii} ≤ 0\) then
          return True
  return False
```

If a set of buffer configuration is found to be unsafe, we can adjust the configuration to make it safe with some additional steps. To be specific, if a non-positive path from a vertex to itself is discovered, we pick some negative edges and increment its value (e.g. from \(-8\) to \(-4\)), which means shrinking the corresponding output buffers, until the configuration is safe.

### 5. RELATED WORK

Some streaming computing models, such as the Kahn’s Process Networks [13], assume infinite buffer capacity for each channel, which is impractical. With bounded buffering capacity, setting appropriate buffer sizes is important to both correctness and performance of streaming applications. For models with static data rates, such as the synchronous dataflow (SDF) [15, 16], it is possible to compute a bounded-memory schedule (if there exists one) and assign buffer sizes accordingly to guarantee freedom of deadlocks. But for models with fully dynamic data rates, whether a bounded-memory schedule exists is unknown [2, 3]. If the dynamic data rate is limited to data-dependent filtering, it is possible to schedule the application in bounded memory with the use of special control messages [4, 18, 20, 21]. The flushing behavior is similar to the control message in that they both make the sender’s output history visible to the receiver. The method for determining buffer configuration in this paper is actually inspired by the scheduling of those special messages.

Deadlocks in other distributed systems have also been studied intensively. Chandy et al. classified deadlocks in distributed system as communication deadlocks and resource deadlocks and proposed detection algorithms for each type of deadlock [5, 6], but no prevention mechanism is introduced. In packet-switched networks, deadlock is an issue for routing algorithms. The network could deadlock if the “waiting-for” relations form a blocking cycle, and
many routing algorithms have been designed to guarantee freedom of deadlock while trying to maximize performance [7, 8, 9]. While those deadlocks are related with blocking queues, their models did not feature output buffers and how they could relate with deadlocks. Deadlock avoidance has also been studied in queueing networks, where small queues could lead to deadlocks [14, 23]. In contrast, small channel buffers alone without large output buffers in our model do not cause deadlocks. To conclude, the deadlock problem we study in this paper is a new and interesting one, which has not been studied before.

6. CONCLUSION AND FUTURE WORK

In this paper, we showed the influence of output buffers on the correctness of streaming applications. If output buffers are not configured appropriately, the streaming application could have potential deadlocks. We proved the sufficient and necessary condition of deadlock-free buffer configurations. We also proposed an efficient method for verifying if a set of buffer configuration is deadlock-free or not by using classic all-pair shortest path algorithms. If a set of buffer configuration is not deadlock-free, we also provided methods to change it to a deadlock-free one.

In future, there are several direction we plan to take. First, we want to add directed cycles to our model. By allowing directed cycles, deadlocks can be caused by all-full cycles or all-empty cycles. Secondly, we plan to extend our model to general SDFs, where the data rates are not necessarily 1 at each port. It would be more promising if we can solve the output buffer configuration problem for general SDFs. A third direction is comparing our approach with the one that uses timers. Our approach does not need any timer, but it prohibits certain buffer configurations; while the timer approach allows arbitrary buffer configurations but the length of timer needs to be carefully chosen to avoid performance degradation. We would like to see which approach has better performance in applications deployed with frameworks such as RaftLib [1].
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