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Abstract
This paper considers the scheduling of parallel real-time tasks with implicit deadlines. Each parallel task is characterized as a general directed acyclic graph (DAG). We analyze three different real-time scheduling strategies: two well known algorithms, namely global earliest-deadline-first and global rate-monotonic, and one new algorithm, namely federated scheduling. The federated scheduling algorithm proposed in this paper is a generalization of partitioned scheduling to parallel tasks. In this strategy, each high-utilization task (utilization ≥ 1) is assigned a set of dedicated cores and the remaining low-utilization tasks share the remaining cores. We prove capacity augmentation bounds for all three schedulers. In particular, we show that if on unit-speed cores, a task set has total utilization of at most m and the critical-path length of each task is smaller than its deadline, then federated scheduling can schedule that task set on m cores of speed 2; G-EDF can schedule it with speed \( \frac{3+\sqrt{5}}{2} \approx 2.618 \); and G-RM can schedule it with speed \( 2 + \sqrt{3} \approx 3.732 \). We also provide lower bounds on the speedup and show that the bounds are tight for federated scheduling and G-EDF when m is sufficiently large.

I. Introduction
In the last decade, multicore processors have become ubiquitous and there has been extensive work on how to exploit these parallel machines for real-time tasks. In the real-time systems community, there has been significant research on scheduling task sets with inter-task parallelism — where each task in the task set is a sequential program. In this case, increasing the number of cores allows us to increase the number of tasks in the task set. However, since each task can only use one core at a time, the computational requirement of a single task is still limited by the capacity of a single core. Recently, there has been some interest in the design and analysis of scheduling strategies for task sets with intra-task parallelism (in addition to inter-task parallelism), where individual tasks are parallel programs and can potentially utilize more than one core in parallel. These models enable tasks with higher execution demands and tighter deadlines, such as those used in autonomous vehicles [31], video surveillance, computer vision, radar tracking and real-time hybrid testing [28].

In this paper, we consider the general directed acyclic graph (DAG) model. We analyze three different scheduling strategies: a new strategy, namely federated scheduling, and two classic strategies, namely global EDF and global rate-monotonic scheduling. We prove that all three strategies provide strong performance guarantees, in the form of capacity augmentation bounds, for scheduling parallel DAG tasks with implicit deadlines.

One can generally derive two types of performance bounds for real-time schedulers. The traditional bound is called a resource augmentation bound (also called a processor speed-up factor). A scheduler S provides a resource augmentation bound of b ≥ 1 if it can successfully schedule any task set \( \tau \) on m cores of speed b as long as the ideal scheduler can schedule \( \tau \) on m cores of speed 1. A resource augmentation bound provides a good notion of how close a scheduler is to the optimal schedule, but it has a drawback. Note that the ideal scheduler is only a hypothetical scheduler, meaning that it always finds a feasible schedule if one exists. Unfortunately, since we often cannot tell whether the ideal scheduler can schedule a given task set on unit-speed cores, a resource augmentation bound may not provide a schedulability test.

Another bound that is commonly used for sequential tasks is a utilization bound. A scheduler S provides a utilization bound of b if it can successfully schedule any task set which has total utilization at most \( m/b \) on m cores. A utilization bound provides more information than a resource augmentation bound; any scheduler that guarantees a utilization bound of b automatically guarantees a

\[ A utilization bound is often stated in terms of 1/b; we adopt this notation in order to be consistent with the other bounds stated here. \]
resource augmentation bound of $b$ as well. In addition, it acts as a very simple schedulability test in itself, since the total utilization of the task set can be calculated in linear time and compared to $m/b$. Finally, a utilization bound gives an indication of how much load a system can handle; allowing us to estimate how much over-provisioning may be necessary when designing a platform. Unfortunately, it is often impossible to prove a utilization bound for parallel systems due to Dhall’s effect; often, we can construct pathological task sets with utilization arbitrarily close to 1, but which cannot be scheduled on $m$ cores.

Li et al. [35] defined a concept of capacity augmentation bound which is similar to the utilization bound, but adds a new condition. A scheduler $S$ provides a capacity augmentation bound of $b$ if it can schedule any task set $\tau$ which satisfies the following two conditions: (1) the total utilization of $\tau$ is at most $m/b$, and (2) the worst-case critical-path length of each task $T_i$ (execution time of the task on an infinite number of cores)$^2$ is at most $1/b$ fraction of its deadline. A capacity augmentation bound is quite similar to a utilization bound: it also provides more information than a resource augmentation bound does; any scheduler that guarantees a capacity augmentation bound of $b$ automatically guarantees a resource augmentation bound of $b$ as well. It also acts as a very simple schedulability test. Finally, it can also provide an estimation of the load a system is expected to handle.

There has been some recent research on proving both resource augmentation bounds and capacity augmentation bounds for various scheduling strategies for parallel tasks. This work falls in two categories. In decomposition-based strategies, the parallel task is decomposed into a set of sequential tasks and they are scheduled using existing strategies for scheduling sequential tasks on multiprocessors. In general, decomposition-based strategies require explicit knowledge of the structure of the DAG off-line in order to apply decomposition. In non-decomposition based strategies, the program can unfold dynamically since no off-line knowledge is required.

For a decomposed strategy, most prior work considers synchronous tasks (subcategory of general DAGs) with implicit deadlines. Lakshmanan et al. [32] proved a capacity augmentation bound of 3.42 for partitioned fixed-priority scheduling for a restricted category of synchronous tasks$^3$ under decomposed deadline monotonic scheduling. Saifullah et al. [45] provide a different decomposition strategy for general parallel synchronous tasks and prove a capacity augmentation bound of 4 when the decomposed tasks are scheduled using global EDF and 5 when scheduled using partitioned DM. Kim et al. [31] provide another decomposition strategy and prove a capacity augmentation bound of 3.73 using global deadline monotonic scheduling. Nelissen et al. [40] proved a resource augmentation bound of 2 for general synchronous tasks. More recently, Saifullah et al. [44] provide a decomposition strategy for general DAG tasks that provides a capacity augmentation bound of 4.

For non-decomposition strategies, researchers have studied primarily global earliest deadline first (G-EDF) and global rate-monotonic (G-RM). Andersson and Niz [4] show that G-EDF provides resource augmentation bound of 2 for synchronous tasks with constrained deadlines. Both Li et al. [35] and Bonifaci et al. [15] concurrently showed that G-EDF provides a resource augmentation bound of 2 for general DAG tasks with arbitrary deadlines. In their paper, Bonifaci et al. also proved that G-RM provides a resource augmentation bound of 3 for parallel DAG tasks with arbitrary deadlines. Li et al. also provide a capacity augmentation bound of 4 for G-EDF for task sets with implicit deadlines.

In summary, the best known capacity augmentation bound for implicit deadlines tasks are 4 for DAG tasks using G-EDF, and 3.73 for parallel synchronous tasks using decomposition combined with G-DM. The contributions of this paper are as follows:

1. We propose a novel federated scheduling strategy. Here, each high-utilization task (utilization $\geq 1$) is allocated a dedicated cluster (set) of cores. A multiprocessor scheduling algorithm is used to schedule all low-utilization tasks, each of which is run sequentially, on a shared cluster composed of the remaining cores. Federated scheduling can be seen as a partitioned strategy generalized to parallel tasks. This is the best known capacity augmentation bound for any scheduler for parallel DAGs.

2. We prove that the capacity augmentation bound for this federated scheduler is 2. In addition, we also show no scheduler can provide a better capacity augmentation bound of $2 - 1/m$ for parallel tasks. Therefore, a bound of 2 for federated scheduling is tight when $m$ is large enough.

3. We improve the capacity augmentation bound of G-EDF to $\frac{5 + \sqrt{5}}{2} \approx 2.618$ for DAGs. When $m$ is large, there is a matching lower bound for G-EDF [35]; hence, this result closes the gap for large $m$. This is the best known capacity augmentation bound for any global scheduler for parallel DAGs.

4. We show that G-RM has a capacity augmentation bound of $2 + \sqrt{3} \approx 3.732$. This is the best known capacity augmentation bound for any fixed-priority scheduler for DAG tasks. Even if restricted to synchronous tasks, this is still the best bound for global fixed priority scheduling without decomposition.

The paper is organized as follows. Section II defines the DAG model for parallel tasks and provides some definitions. Section III presents our federated scheduling

---

$^2$Critical-path length of a sequential task is equal to its execution time

$^3$Fork-join task model, in their terminology.
algorithm and proves the augmentation bound. Section IV proves a lower bound for any scheduler for parallel tasks. Section V presents a canonical form to give an upper bound of the work of a DAG that should be done in a specified interval length. Section VI proves that G-EDF provides a capacity augmentation bound of 2.618. Section VII shows that G-RM provides a capacity augmentation bound of 3.732. We discuss some practical considerations of the three schedulers in Section VIII. Section IX discusses related work and Section X concludes this paper.

II. System Model

We now present the details of the DAG task model for parallel tasks and some additional definitions. We consider a set \( \tau \) of \( n \) independent sporadic real-time tasks \( \{ \tau_1, \tau_2, \ldots, \tau_n \} \). A task \( \tau_i \) represents an infinite sequence of arrivals and executions of task instances (also called jobs). We consider the sporadic task model [9, 29] where, for a task \( \tau_i \), the minimum inter-arrival time (or period) \( T_i \) represents the time between consecutive arrivals of task instances, and the relative deadline \( D_i \) represents the temporal constraint for executing the job. If a task instance of \( \tau_i \) arrives at time \( t \), the execution of this instance must be finished no later than the absolute deadline \( t + D_i \) and the release of the next instance of task \( \tau_i \) must be no earlier than \( t \) plus the minimum inter-arrival time, i.e., \( t + T_i \). In this paper, we consider implicit deadline tasks where each task \( \tau_i \)’s relative deadline \( D_i \) is equal to its minimum inter-arrival time \( T_i \); that is, \( T_i = D_i \). We consider the schedulability of this task set on a uniform multicore system consisting of \( m \) identical cores.

Each task \( \tau_i \in \tau \) is a parallel task and is characterized as a directed acyclic graph (DAG). Each node (subtask) in the DAG represents a sequence of instructions (a thread) and each edge represents a dependency between nodes. A node (subtask) is ready to be executed when all its predecessors have been executed. Throughout this paper, as it is not necessary to build the analysis based on specific structure of the DAG, only two parameters related to the execution pattern of task \( \tau_i \) are defined:

- total execution time (or work) \( C_i \) of task \( \tau_i \): This is the summation of the worst-case execution times of all the subtasks of task \( \tau_i \).
- critical-path length \( L_i \) of task \( \tau_i \): This is the length of the critical-path in the given DAG, in which each node is characterized by the worst-case execution time of the corresponding subtask of task \( \tau_i \). Critical-path length is the worst-case execution time of the task on an infinite number of cores.

Given a DAG, obtaining work \( C_i \) and critical-path length \( L_i \) [46, pages 661-666] can both be done in linear time.

For brevity, the utilization \( \frac{C_i}{D_i} = \frac{C_i}{T_i} \) of task \( \tau_i \) is denoted by \( u_i \) for implicit deadlines. The total utilization of the task set is \( U_\Sigma = \sum_{\tau_i \in \tau} u_i \).

Utilization-Based Schedulability Test. In this paper, we analyze schedulers in terms of their capacity augmentation bounds. The formal definition is presented here:

**Definition 1.** Given a task set \( \tau \) with total utilization of \( U_\Sigma \), a scheduling algorithm \( S \) with capacity augmentation bound \( b \) can always schedule this task set on \( m \) cores of speed \( b \) as long as \( \tau \) satisfies the following conditions on unit speed cores.

\[
\text{Utilization does not exceed total cores. } \sum_{\tau_i \in \tau} u_i \leq m \tag{1}
\]

For each task \( \tau_i \in \tau \), the critical path \( L_i \leq D_i \) \tag{2}

Since no scheduler can schedule a task set \( \tau \) on \( m \) unit speed cores unless Conditions (1) and (2) are met, a capacity augmentation bound automatically leads to a resource augmentation bound. This definition can be equivalently stated (without reference to the speedup factor) as follows:

Condition (1) says that the total utilization \( U_\Sigma \) is at most \( m/b \) and Condition (2) says that the critical-path length of each task is at most \( 1/b \) of its relative deadline, that is, \( L_i \leq D_i/b \). Therefore, in order to check if a task set is schedulable we only need to know the total task set utilization, and the maximum critical-path utilization. Note that a scheduler with a smaller \( b \) is better than another with a larger \( b \), since when \( b = 1 \) \( S \) is an optimal scheduler.

III. Federated Scheduling

This section presents the federated scheduling strategy for parallel tasks with implicit deadlines. We prove that it provides a capacity augmentation bound of 2 on \( m \)-core machine parallel real-time tasks.

A. Federated Scheduling Algorithm

Given a task set \( \tau \), the federated scheduling algorithm works as follows: First, tasks are divided into two disjoint sets: \( \tau_{\text{high}} \) contains all high-utilization tasks — tasks with worst-case utilization at least one \( (u_i \geq 1) \), and \( \tau_{\text{low}} \) contains all the remaining low-utilization tasks. Consider a high-utilization task \( \tau_i \) with worst-case execution time \( C_i \), worst-case critical-path length \( L_i \), and deadline \( D_i \) (which is equal to its period \( T_i \)). We assign \( n_i \) dedicated cores to \( \tau_i \), where \( n_i \) is

\[
n_i = \left\lceil \frac{C_i - L_i}{D_i - L_i} \right\rceil \tag{3}
\]

We use \( n_{\text{high}} = \sum_{\tau_i \in \tau_{\text{high}}} n_i \) to denote the total number of cores assigned to high-utilization tasks \( \tau_{\text{high}} \). We assign the remaining cores to all low-utilization tasks \( \tau_{\text{low}} \), denoted as \( n_{\text{low}} = m - n_{\text{high}} \). The federated scheduling algorithm admits the task set \( \tau \), if \( n_{\text{low}} \) is non-negative and \( n_{\text{low}} \geq 2 \sum_{\tau_i \in \tau_{\text{low}}} u_i \).

After a valid core allocation, runtime scheduling proceeds as follows: (1) Any greedy (work-conserving) parallel scheduler can be used to schedule a high-utilization task
\(\tau_i\) on its assigned \(n_i\) cores. Informally, a **greedy scheduler** is one that never keeps a core idle if some node is ready to execute. (2) Low-utilization tasks are treated and executed as though they are sequential tasks and any multiprocessor scheduling algorithm (such as partitioned EDF [37], or various rate-monotonic schedulers [3]) with a utilization bound of at most 1/2 can be used to schedule all the low-utilization tasks on the allocated \(n_{low}\) cores. The important observation is that we can safely treat low-utilization tasks as sequential tasks since \(C_i \leq D_i\) and parallel execution is not required to meet their deadlines.\(^4\)

**B. Capacity Augmentation Bound of 2 for Federated Scheduling**

**Theorem 1.** The federated scheduling algorithm has a capacity augmentation bound of 2.

To prove Theorem 1, we consider a task set \(\tau\) that satisfies Conditions (1) and (2) from Definition 1 for \(b = 2\). Then, we (1) state the relatively obvious Lemma 1; (2) prove that a high utilization task \(\tau_i\) meets its deadline when assigned \(n_i\) cores; and (3) show that \(n_{low}\) is non-negative and satisfies \(n_{low} \geq b \sum_{\tau \in \tau_{low}} u_i\) and therefore all low utilization tasks in \(\tau\) will meet deadlines when scheduled using any multiprocessor scheduling strategy with utilization bound no less than \(b\) (i.e. can afford total task set utilization of \(m/b = 50\%m\)). These three steps complete the proof.

**Lemma 1.** A task set \(\tau\) is classified into disjoint subsets \(s_1, s_2, ..., s_k\), and each subset is assigned a dedicated cluster of cores with size \(n_1, n_2, ..., n_k\) respectively, such that \(\sum n_i \leq m\). If each subset \(s_i\) is schedulable on its \(n_i\) cores using some scheduling algorithm \(S_i\) (possibly different for each subset), then the whole task set is guaranteed to be schedulable on \(m\) cores.

**High-Utilization Tasks Are Schedulable.** Assume that a machine’s execution time is divided into discrete quanta called steps. During each step a core can be either idle or performing one unit of work. We say a step is complete if no core is idle during that step, and otherwise we say it is incomplete. A greedy scheduler never keeps a cores idle if there is ready work available. Then, for a greedy scheduler on \(n_i\) cores, we can state two straightforward lemmas [35].

**Lemma 2.** [Li13] Consider a greedy scheduler running on \(n_i\) cores for \(t\) time steps. If the total number of incomplete steps during this period is \(t^*\), the total work \(F^t\) done during these time steps is at least \(F^t \geq n_i t - (n_i - 1)t^*\).

\(^4\)Even if these tasks are expressed as parallel programs, it is easy to enforce correct sequential execution of parallel tasks—any topological ordered execution of the nodes of the DAG is a valid sequential execution.

**Lemma 3.** [Li13] If a job of task \(\tau_i\) is executed by a greedy scheduler, then every incomplete step reduces the remaining critical-path length of the job by 1.

From Lemmas 2 and 3, we can establish Theorem 2.

**Theorem 2.** If an implicit-deadline deterministic parallel task \(\tau_i\) is assigned \(n_i = \left\lceil \frac{C_i - L_i}{D_i - L_i} \right\rceil\) dedicated cores, then all its jobs can meet their deadlines, when using a greedy scheduler.

**Proof:** For contradiction, assume that some job of a high-utilization task \(\tau_i\) misses its deadline when scheduled on \(n_i\) cores by a greedy scheduler. Therefore, during the \(D_i\) time steps between the release of this job and its deadline, there are fewer than \(L_i\) incomplete steps; otherwise, by Lemma 3, the job would have completed. Therefore, by Lemma 2, the scheduler must have finished at least \(n_iD_i - (n_i - 1)L_i\) work.

\[
\begin{align*}
n_iD_i - (n_i - 1)L_i &= n_i(D_i - L_i) + L_i \\
&= \left[\frac{C_i - L_i}{D_i - L_i}\right] (D_i - L_i) + L_i \\
&\geq \frac{C_i}{D_i - L_i} (D_i - L_i) + L_i = C_i
\end{align*}
\]

Since the job has work of at most \(C_i\), it must have finished in \(D_i\) steps, leading to a contradiction. \(\square\)

**Low-Utilization Tasks Are Schedulable.** We first calculate a lower bound on \(n_{low}\), the number of total cores assigned to low-utilization tasks, when a task set \(\tau\) that satisfies Conditions (1) and (2) of Definition 1 for \(b = 2\) is scheduled using a federated scheduling strategy.

**Lemma 4.** The number of cores assigned to low-utilization tasks is at least \(n_{low} \geq 2 \sum_{\tau \in \tau_{low}} u_i\).

**Proof:** Here, for brevity of the proof, we denote \(\sigma_i = \frac{D_i}{L_i}\). It is obvious that \(D_i = \sigma_i L_i\) and hence \(C_i = D_i u_i = \sigma_i u_i L_i\). Therefore,

\[
n_i = \left[\frac{C_i}{D_i - L_i}\right] = \left[\frac{\sigma_i u_i L_i - L_i}{\sigma_i L_i - L_i}\right] = \left[\frac{\sigma_i u_i - 1}{\sigma_i - 1}\right]
\]

Since each task \(\tau_i\) in task set \(\tau\) satisfies Condition (2) of Definition 1 for \(b = 2\); therefore, the critical-path length of each task is at most \(1/b\) of its relative deadline, that is, \(L_i \leq \frac{D_i}{b} \Rightarrow \sigma_i \geq 2\).

By the definition of high-utilization task \(\tau_i\), we have \(1 \leq u_i\). Together with \(\sigma_i \geq 2\), we know that:

\[
0 \leq \frac{(u_i - 1)(\sigma_i - 2)}{\sigma_i - 1}
\]
From the definition of ceiling, we can derive
\[
n_i = \left\lceil \frac{\sigma_i u_i - 1}{\sigma_i - 1} \right\rceil < \frac{\sigma_i u_i - 1}{\sigma_i - 1} + 1 = \frac{\sigma_i u_i + \sigma_i - 2}{\sigma_i - 1} \leq \frac{\sigma_i u_i + \sigma_i - 2 + (u_i - 1)(\sigma_i - 2)}{\sigma_i - 1} = \frac{\sigma_i u_i + \sigma_i - 2 + \sigma_i u_i - 2u_i - \sigma_i + 2}{\sigma_i - 1} = \frac{2\sigma_i u_i - 2u_i}{\sigma_i - 1} = 2u_i = \sum_{\text{low}} u_i = b u_i.
\]

In summary, for each high-utilization task, \( n_i < bu_i \).

So, their sum \( n_{\text{high}} \) satisfies \( n_{\text{high}} = \sum_{\text{high}} n_i < b \sum_{\text{high}} u_i \).

Since the task set also satisfies Condition (1), we have
\[
n_{\text{low}} = m - n_{\text{high}} > b \sum_{\text{all}} u_i - b \sum_{\text{high}} u_i = b \sum_{\text{low}} u_i
\]

Thus, the number of remaining cores allocated to low-utilization tasks is at least \( n_{\text{low}} > 2 \sum_{\text{low}} u_i \).

Corollary 1. For task sets satisfying Conditions (1) and (2), a multiprocessor scheduler with utilization bound of at least 50% can schedule all the low-utilization tasks sequentially on the remaining \( n_{\text{low}} \) cores.

Proof: Low-utilization tasks are allocated \( n_{\text{low}} \) cores, and from Lemma 4 we know that the total utilization of the low-utilization tasks is less than \( n_{\text{low}} / b = 50\% n_{\text{low}} \). Therefore, any multiprocessor scheduling algorithm that provides a utilization bound of 2 (i.e., can schedule any task set with total worst-case utilization ratio no more than 50\%) can schedule it.

Many multiprocessor scheduling algorithms (such as partitioned EDF or partitioned RM) provide a utilization bound of 1/2 (i.e., 50\%) to sequential tasks. That is, given \( n_{\text{low}} \) cores, they can schedule any task set with a total worst-case utilization up to \( n_{\text{low}} / 2 \). Using any of these algorithms for low-utilization tasks will guarantee that the federated algorithm meets all deadlines with capacity augmentation of 2.

Therefore, since we can successfully schedule both high and low-utilization tasks that satisfy Conditions (1) and (2), we have proven Theorem 1 (using Lemma 1).

As mentioned before, a capacity augmentation bound acts as a simple schedulability test. However, for federated scheduling, this test can be pessimistic, especially for tasks with high parallelism. Note, however, that the federated scheduling algorithm described in Section III-A can also be directly used as a (polynomial-time) schedulability test: given a task set, after assigning cores to each high-utilization task using this algorithm, if the remaining cores are sufficient for all low-utilization tasks, then the task set is schedulable and we can admit it without deadline misses.

This schedulability test admits a strict superset of tasks admitted by the capacity augmentation bound test, and in practice, it may admit task sets with utilization greater than \( m/2 \).

IV. Lower Bound on Capacity Augmentation of Any Scheduler for Parallel Tasks

On a system with \( m \) cores, consider a task set \( \tau \) with a single task, \( \tau_1 \), which starts with sequential execution for \( 1 - \epsilon \) time and then forks \( m^{-\epsilon} + 1 \) subtasks with execution time \( \epsilon \). Here, we assume \( \epsilon \) is an arbitrarily small positive number. Therefore, the total work of task \( \tau_1 \) is \( C_1 = m \) and its critical-path length \( L_i = 1 \). The deadline (and also minimum inter-arrival time) of \( \tau_1 \) is 1.

Theorem 3. The capacity augmentation bound for any scheduler for parallel tasks on \( m \) cores is at least 2 - \( \frac{1}{m} \) when \( \epsilon \rightarrow 0 \).

Proof: Consider the system defined above. The finishing time of \( \tau_1 \) by running at speed \( \alpha \) is not earlier than \( \frac{1 - \epsilon}{\alpha} \). If \( \alpha > 2 - \frac{1}{m} \) and \( \epsilon \rightarrow 0 \), then \( \frac{2}{\alpha} > \frac{2 - 1}{m} + \frac{1}{m} > \frac{1}{m} \), and \( \epsilon \rightarrow 0 \), then task \( \tau_1 \) misses its deadline. Therefore, we reach the conclusion.

Since Lemma 3 works for any scheduler for parallel tasks, we can conclude that the lower bound on capacity augmentation of federated scheduling is at least 2, when \( m \) is sufficiently large. Since we have shown that the upper bound on capacity augmentation of federated scheduling is also 2, therefore, we have closed the gap between the lower and upper bound of federated scheduling for large \( m \). Moreover, for sufficiently large \( m \), federated scheduling has the best capacity augmentation bound, among all schedulers for parallel tasks.

V. Canonical Form of a DAG Task

In this section, we introduce the concept of a DAG’s canonical form. Note each task can have an arbitrarily complex DAG structure which may be difficult to analyze and may not even be known before runtime. However, given the known task set parameters (work, critical path length, utilization, critical-path utilization, etc.) we represent each task using a canonical DAG that allows us to upper bound the demand of the task in any given interval length \( t \). These results will play an important role when we analyze the capacity augmentation bounds for G-EDF in Section VI and G-RM in Section VII. Recall that in this paper, we analyze tasks with implicit deadline, so period equals to deadline (\( T_i = D_i \)).

Recall that we classify each task \( \tau_i \) as a low-utilization if \( u_i = C_i / D_i < 1 \) (and hence \( C_i < D_i \)); or high-utilization task, if \( \tau_i \)’s utilization \( u_i \geq 1 \).
For analytical purposes, instead of considering the complex DAG structure of individual tasks $\tau_i$, we consider a canonical form $\tau_i^*$ of task $\tau_i$. The canonical form of a task is represented by a simpler DAG. In particular, each subtask (node) of task $\tau_i^*$ has execution time $\epsilon$, which is positive and arbitrarily small. Note that $\epsilon$ is a hypothetical unit-node execution time. Therefore, it is safe to assume that $\frac{D_i}{\epsilon}$ and $\frac{C_i}{\epsilon}$ are both integers. Low and high-utilization tasks have different canonical forms described below.

- The canonical form $\tau_i^*$ of a low-utilization task $\tau_i$ is simply a chain of $C_i/\epsilon$ nodes, each with execution time $\epsilon$. Note that task $\tau_i^*$ is a sequential task.
- The canonical form $\tau_i^*$ of a high-utilization task $\tau_i$ starts with a chain of $D_i/\epsilon - 1$ nodes each with execution time $\epsilon$. The total work of this chain is $D_i - \epsilon$. The last node of the chain forks all the remaining nodes. Hence, all the remaining $(C_i - D_i + \epsilon)/\epsilon$ nodes have an edge from the last node of this chain. Therefore, all these nodes can execute entirely in parallel.

Figure 1 provides an example for such a transformation for a high-utilization task. It is important to note that the canonical form $\tau_i^*$ does not depend on the DAG structure of $\tau_i$ at all. It depends only on the task parameters of $\tau_i$.

![Diagram of a high-utilization DAG task](image)

Fig. 1: A high-utilization DAG task $\tau_i$ with $L_i = 12$, $C_i = 20$, $T_i = D_i = 16$, and $u_i = 1.25$ and its canonical form, where the number in each node is its execution time.

As an additional analysis tool, we define a hypothetical scheduling strategy $S_\infty$ that must schedule a task set $\tau$ on an infinite number of cores, that is, $m = \infty$. With infinite number of cores, the prioritization of the sub-jobs becomes unnecessary and $S$ can obtain an optimal schedule by simply assigning a sub-job to a core as soon as that sub-job becomes ready for execution. Using this schedule, all the tasks finish within their critical-path length; therefore, if $L_i \leq D_i$ for all tasks $\tau_i$ in $\tau$, the task set always meets the deadlines. We denote this schedule as $S_\infty$. Similarly, $S_{\infty, \alpha}$ is the resulting schedule when $A_{\infty, \alpha}$ schedules tasks on cores of speed $\alpha \geq 1$. Note that $S_{\infty, \alpha}$ finishes a job of task $\tau_i$ exactly $L_i/\alpha$ time units after it is released.

We now define some notations based on $S_{\infty, \alpha}$. Let $q_i(t, \alpha)$ be the total work finished by $S_{\infty, \alpha}$ between the arrival time $r_i$ of task $\tau_i$ and time $r_i + t$. Therefore, in the interval from $r_i + t$ to $r_i + D_i$ (interval of length $D_i - t$) the remaining $C_i - q_i(t, \alpha)$ workload has to be finished.

We define maximum load, denoted by $work_i(t, \alpha)$, for task $i$ as the maximum amount of work (computation) that $S_{\infty, \alpha}$ must do on the sub-jobs of $\tau_i$ in any interval of length $t$. We can derive $work_i(t, \alpha)$ as follows:

$$work_i(t, \alpha) = \begin{cases} C_i - q_i(D_i - t, \alpha) & t \leq D_i \\ \frac{C_i}{\epsilon} + \left(\frac{1}{\alpha}D_i, \alpha\right) & t > D_i. \end{cases}$$

(4)

Clearly, both $q_i(t, \alpha)$ and $work_i(t, \alpha)$ for a task depend on the structure of the DAG.

We similarly define $q_i^*(t, \alpha)$ for the canonical form $\tau_i^*$. As the canonical form in task $\tau_i^*$ is well-defined, we can derive $q_i^*(t, \alpha)$ directly. Note that $\epsilon$ can be arbitrarily small, and, hence, its impact is ignored when calculating $q_i^*(t, \alpha)$.

We can now define the canonical maximum load $work_i^*(t, \alpha)$ as the maximum workload of the canonical task $\tau_i^*$ in any interval $t$ in schedule $S_{\infty, \alpha}$. For a low-utilization task $\tau_i$, where $C_i/D_i < 1$, and $\tau_i^*$ is a chain, it is easy to see that the canonical workload is

$$work_i^*(t, \alpha) = \begin{cases} 0 & t < D_i - \frac{C_i}{\epsilon} \\ \alpha \cdot \left(t - (D_i - \frac{C_i}{\epsilon})\right) & D_i - \frac{C_i}{\epsilon} \leq t \leq D_i \\ \frac{1}{\epsilon} C_i + work_i^*(t - \frac{1}{\epsilon} D_i, \alpha) & t > D_i. \end{cases}$$

(5)

Similarly, for high-utilization tasks, where $C_i/D_i \geq 1$, when $\epsilon$ is arbitrarily small, we have

$$work_i^*(t, \alpha) = \begin{cases} 0 & t < D_i - \frac{D_i}{\alpha} \\ C_i - D_i + \alpha \cdot \left(t - (D_i - \frac{D_i}{\alpha})\right) & D_i - \frac{D_i}{\alpha} \leq t \leq D_i \\ \frac{1}{\epsilon} C_i + work_i^*(t - \frac{1}{\epsilon} D_i, \alpha) & t > D_i. \end{cases}$$

(6)

Figure 2 shows the $q_i^*(t, \alpha)$, $q_i(t, \alpha)$, $work_i^*(t, \alpha)$, and $work_i(t, \alpha)$ of the high-utilization task $\tau_i$ in Figure 1 when $D_i = 16$, $\alpha = 1$, and $\alpha = 2$. Note that $work_i^*(t, \alpha) \geq work_i(t, \alpha)$. In fact, the following lemma proves that $work_i^*(t, \alpha) \geq work_i(t, \alpha)$ for any $t > 0$ and $\alpha \geq 1$.

**Lemma 5.** For any $t > 0$ and $\alpha \geq 1$, $work_i^*(t, \alpha) \geq work_i(t, \alpha)$.

**Proof:** For low-utilization tasks, the entire work $C_i$ is sequential. When $t < \frac{C_i}{\epsilon}$, $q_i^*(t, \alpha) = \alpha t$, so $q_i(t, \alpha) \geq \alpha t = q_i^*(t, \alpha)$. When $\frac{C_i}{\epsilon} \leq t < D_i$, $q_i(t, \alpha) = C_i = q_i^*(t, \alpha)$.

Similarly, for high-utilization tasks, the first $D_i$ units of work is sequential, so when $t < \frac{D_i}{\alpha}$, $q_i^*(t, \alpha) = \alpha t$. In addition, $S_{\infty, \alpha}$ finishes $\tau_i$ exactly $\frac{D_i}{\alpha}$ time units after it is released, while it finishes the $\tau_i^*$ at $\frac{D_i}{\alpha}$. Since the critical-path length $L_i \leq D_i$ for all $\tau_i$ and $\tau_i^*$ at unit-speed system, when $t < \frac{D_i}{\alpha}$, $q_i(t, \alpha) \geq \alpha t = q_i^*(t, \alpha)$. When $\frac{D_i}{\alpha} \leq t < \frac{D_i}{\alpha}$, $q_i(t, \alpha) = q_i^*(t, \alpha) = q_i^*(t, \alpha)$. When $L_i < t \leq D_i$, Lastly, when $\frac{D_i}{\alpha} \leq t < D_i$, $q_i(t, \alpha) = C_i = q_i^*(t, \alpha)$.

We can conclude that $q_i^*(t) \leq q_i(t)$ for any $0 \leq t \leq D_i$.
We classify task \( \tau_i \) as a light or heavy task. A task is a light task if \( u_i = C_i/D_i < \alpha \). Otherwise, we say that \( \tau_i \) is heavy (\( u_i \geq \alpha \)). The following lemmas provide an upper bound on the density (the ratio of workload that has to be finished to the interval length) for heavy and light tasks.

**Lemma 6.** For any task \( \tau_i \), \( t > 0 \) and \( 1 < \alpha \), we have
\[
\frac{\text{work}_i(t, \alpha)}{t} \leq \frac{\text{work}_i^*(t, \alpha)}{t} \leq \left\{ \begin{array}{ll}
u_i & (0 \leq u_i < \alpha) \\
\frac{u_i - 1}{\alpha} & (\alpha \leq u_i) 
\end{array} \right. \quad (7)
\]

**Proof:** The first inequality in Inequality (7) comes from Lemma 5. We now show that the second inequality also holds for any task. Note that the right hand side is positive, since \( 1 > u_i > 0 \). There are two cases:

**Case 1:** \( 0 < t \leq D_i \).
- If \( \tau_i \) is a low-utilization task, where \( \text{work}_i^*(t, \alpha) \) is defined in Equation (5). For any \( 0 < t \leq D_i \), we have
  \[
  \frac{\text{work}_i^*(t, \alpha) - C_i/D_i \cdot t}{t} = \frac{-D_i \cdot \alpha}{t} \leq 0
  \]
  where we rely on assumptions: (a) \( 0 \leq D_i \); (b) since \( \tau_i \) is a low-utilization task, \( \frac{C_i}{D_i} < 1 \); and (c) \( \alpha > 1 \).
  Then, \( \frac{\text{work}_i^*(t, \alpha)}{t} \leq \frac{u_i}{D_i} = u_i \).
- If \( \tau_i \) is a high-utilization task, where \( \text{work}_i^*(t, \alpha) \) is defined in Equation (6). Inequality (7) holds trivially when \( 0 < t < D_i - D_i/\alpha \), since the left side is 0 and right side is positive. For \( D_i - D_i/\alpha \leq t \leq D_i \), we have
  \[
  \frac{\text{work}_i^*(t, \alpha)}{t} = \frac{C_i + \alpha t - \alpha D_i}{D_i} = \alpha + D_i \left( \frac{u_i - \alpha}{t} \right)
  \]
  Therefore, \( \frac{\text{work}_i^*(t, \alpha)}{t} \) is maximized either (a) when \( t = D_i - D_i/\alpha \) if \( u_i - \alpha \geq 0 \) or (b) \( t = D_i \) if \( u_i - \alpha < 0 \).

If \( \tau_i \) is a light task with \( 1 \leq u_i < \alpha \) and hence (b) is true, then we have \( \frac{\text{work}_i^*(t, \alpha)}{t} = u_i \).
If heavy task \( \tau_i \) with \( \alpha \leq u_i \) and hence (a) is true, then
\[
\frac{\text{work}_i^*(t, \alpha)}{t} = \frac{C_i - D_i}{D_i - 1/\alpha} = \frac{u_i - 1}{1 - 1/\alpha}
\]
Therefore, Inequality (7) holds for \( 0 < t \leq D_i \).

**Case 2:** \( t > D_i \). Suppose that \( t = kD_i + t' \), where \( k \) is \( \left\lfloor \frac{t}{D_i} \right\rfloor \) and \( 0 < t' \leq D_i \). When \( u_i < \alpha \), by Equation (5) and Equation (6), we have
\[
\frac{\text{work}_i^*(t, \alpha)}{t} = \frac{kC_i + \text{work}_i^*(t', \alpha)}{kD_i + t'} \leq \frac{kD_i + u_i t'}{kD_i + t'} = u_i
\]
When \( \alpha \leq u_i \), we can derive that \( u_i \leq \frac{u_i - 1}{\alpha} \). By Equation (6), we have
\[
\frac{\text{work}_i^*(t, \alpha)}{t} = \frac{kC_i + \text{work}_i^*(t', \alpha)}{kD_i + t'} \leq \frac{kD_i + u_i t'}{kD_i + t'} \leq \frac{u_i - 1}{\alpha} \leq \frac{u_i - 1}{\alpha}
\]
Hence, Inequality (7) holds for any task and any \( t > 0 \).

We denote \( \tau_L \) and \( \tau_H \) as the set of light and heavy tasks in a task set, respectively; \( \|\tau_L\| \) as the number of heavy tasks in the task set; and total utilization of light and heavy tasks as \( U_L = \sum_{\tau \in \tau_L} u_\tau \) and \( U_H = \sum_{\tau \in \tau_H} u_\tau \), respectively.

**Lemma 7.** For any task set, the following inequality holds:
\[
W = (\sum_{i=1}^{n} \text{work}_i(t, \alpha)) \leq \left( \frac{\alpha u_\tau - U_L - \alpha \|\tau_L\|}{\alpha - 1} \right) \cdot t \leq \left( \frac{\alpha m - \alpha \|\tau_L\|}{\alpha - 1} \right) \cdot t \quad (8)
\]

**Proof:** By Lemma 6, for any \( \alpha > 1 \), it is clear that
\[
\frac{W}{t} = \sum_{\tau \in \tau_L} \sup_{t > 0} \frac{\text{work}_i(t, \alpha)}{t} \leq \sum_{\tau} u_\tau + \sum_{\tau_L} u_\tau \leq \sum_{\tau_L} u_\tau + \frac{\sum_{\tau_L} (u_\tau - 1)}{\alpha - 1} \leq \sum_{\tau} u_\tau + \frac{\|\tau_L\|}{\alpha - 1} \leq \left( \frac{\alpha m - \alpha \|\tau_L\|}{\alpha - 1} \right) \cdot t
\]
where sup is the supremum of a set of numbers, $\tau_L$ and $\tau_H$ are the sets of heavy tasks ($u_i \geq \alpha$) and light tasks ($u_i < \alpha$), respectively.

Note that $\sum_{i} u_i + \sum_{i} u_i = U_L + U_H = U_\Sigma \leq m$.

Since for $\tau_L \in \tau_H$, $u_i \geq \alpha$, $U_H = \sum_{i} u_i \geq \|\tau_H\|\alpha$, we can derive the following upper bound:

$$U_\Sigma - U_L - \|\tau_H\|\alpha \leq \sup_{\tau}(U_\Sigma - U_L - \|\tau_H\|\alpha) = U_\Sigma - \alpha$$

This is because for any task set, there are two cases:
- If $\|\tau_H\| = 0$ and hence $U_\Sigma = U_L$, then $U_\Sigma - U_L - \|\tau_H\|\alpha = 0$.
- If $\|\tau_H\| \geq 1$, then $U_\Sigma - U_L = U_H \leq U_\Sigma$ and $\|\tau_H\|\alpha \geq \alpha$. Therefore, $U_\Sigma - U_L - \|\tau_H\|\alpha \leq U_\Sigma - \alpha$

Together with the definition of $U_\Sigma$ and $\sum_{i} 1 = \|\tau_H\|$, we prove the Inequalities 8 and 9 of Lemma 7.

We use Lemma 7 in Sections VI and VII to derive bounds on G-EDF and G-RM scheduling.

**VI. Capacity Augmentation of Global EDF**

In this section, we use the results from Section V to prove the capacity augmentation bound of $(3 + \sqrt{5})/2$ for G-EDF scheduling of parallel DAG tasks. In addition, we also show a matching lower bound when $m \geq 3$.

**A. Upper Bound on Capacity Augmentation of G-EDF**

Our analysis builds on the analysis used to prove the resource augmentation bounds by Bonifaci et al. [15]. We first review the particular lemma from the paper that we will use to achieve our bound.

**Lemma 8.** If $\forall t > 0$, $(\alpha m - m + 1) \cdot t \geq \sum_{i=1}^{n} \text{work}_i(t, \alpha)$, the task set is schedulable by G-EDF on speed-$\alpha$ cores.

**Proof:** This is based on a reformulation of Lemma 3 and Definition 10 in [15] considering cores with speed $\alpha$.

**Theorem 4.** The capacity augmentation bound for G-EDF is

$$\frac{3 - \frac{1}{\alpha} + \sqrt{5 - \frac{4}{\alpha} + \frac{1}{\alpha^2}}}{2} \quad (\approx \frac{3 + \sqrt{\pi}}{2}, \text{when } m \text{ is large}).$$

**Proof:** From Lemma 7 Inequality (9), we have $\forall t > 0$, $\sum_{i=1}^{n} \text{work}_i(t, \alpha) \leq (\alpha m - m + 1) \cdot t$. If $\frac{\alpha m - m + 1}{\alpha - 1} \leq (\alpha m - m + 1)$, by Lemma 8 the schedulability test for G-EDF holds.

To calculate $\alpha$, we solve the derived equivalent inequality

$$ma^2 - (3m - 2)\alpha + (m - 1) \geq 0,$$

which solves to $\alpha = \left(3 - \frac{2}{m} + \sqrt{5 - \frac{8}{m} + \frac{4}{m^2}}\right)/2$.

We now state a more general corollary relating the more precise bound using more information of a task set.

**Corollary 2.** If a task set has total utilization $U_\Sigma$, the total heavy task utilization $U_H$, and the number of heavy task $\|\tau_H\|$, then this task set will be schedulable under G-EDF on an $m$-core machine with speed $\alpha = \frac{2 \cdot \frac{U_\Sigma}{m} - \frac{U_H}{m} - \|\tau_H\| - 1}{\frac{1}{\alpha - 1} \cdot \frac{U_\Sigma}{m} - \frac{U_H}{m} - \|\tau_H\| - 1}$.

**Proof:** The proof is the same as in the proof of Theorem 4, but without using the Inequality (9). Instead, we directly use Inequality (8). If $\frac{\alpha U_\Sigma - U_H - \alpha \|\tau_H\|}{\alpha - 1} \leq (\alpha m - m + 1)$, by Lemma 8 the schedulability test for G-EDF holds for this task set. Solving this, we can get the required speedup $\alpha$ for the schedulability of the task set.

However, note that heavy tasks are defined as the set of all tasks $\tau_i$ with utilization $u_i \geq \alpha$. Therefore, given a task set, to accurately calculate $\alpha$, we start with the upper bound on $\alpha$, which is $\bar{\alpha} = \left(3 - \frac{2}{m} + \sqrt{5 - \frac{8}{m} + \frac{4}{m^2}}\right)/2$; then for each iteration $i$, we can calculate the required speedup $\alpha^*$ by using the $U_H^{i-1}$ and $\|\tau_H\|^{i-1}$ from the $(i-1)$-th iteration; we iteratively classify more tasks into the set of heavy tasks and we stop when no more tasks can be added to this set, i.e., $\|\tau_H\|^{i-1} = \|\tau_H\|^{i}$. Through these iterative steps, we can calculate an accurate speedup.

---

Fig. 3: The required speedup of G-EDF when $\|\tau_H\| = 1$ and $U_L = 0$ (i.e. $U_\Sigma = U_H$).

Fig. 4: The required speedup of G-EDF when $\|\tau_H\| = 1$ and $U_L = 0$ (i.e. $U_\Sigma = U_H$).
Figure 3 illustrates the required speedup of G-EDF provided in Corollary 2 when \( m = \infty \) and \( 1/m = 0 \) and \( U_L = 0 \) (i.e. \( U_{\Sigma} = U_H \)). We vary \( \frac{U_{\Sigma}}{m} \) and \( \frac{U_H}{m} \). Note that \( \frac{U_{\Sigma}}{m} = \frac{U_H}{m} \) is the average utilization of all heavy tasks, which should be no less than \( (3 + \sqrt{5})/2 \approx 2.618 \). It can be also be seen that the bound is getting closer to \( (3 + \sqrt{5})/2 \) when \( \frac{U_{\Sigma}}{m} \) is larger, which results from \( \|H\| = 1 \) and \( m = \infty \).

Figure 4 illustrates the required speedup of G-EDF provided in Corollary 2 when \( \|H\| \leq 1 \) and \( U_L = 0 \) (i.e. \( U_{\Sigma} = U_H \)) with varying \( m \). Note that \( \alpha > 1 \) is required by the proof of Corollary 2. And \( \|H\| = 1 \) can only be true, if \( \frac{U_{\Sigma}}{m} \geq \frac{1}{m} \) (i.e. \( \frac{U_{\Sigma}}{m} \geq 1/3 \) for \( m = 3 \)).

B. Lower Bound on Capacity Augmentation of G-EDF

As mentioned above, Li et al.’s lower bound [35] demonstrates the tightness of the above bound for large \( m \). We now provide a lower bound for the capacity augmentation bound for small \( m \).

Consider a task set \( \tau \) with two tasks, \( \tau_1 \) and \( \tau_2 \). Task \( \tau_1 \) starts with sequential execution for \( 1 - \epsilon \) time and then forks \( \frac{m - 2}{\epsilon} + 1 \) subtasks with execution time \( \epsilon \). Here, we assume \( \epsilon \) is an arbitrarily small positive number and hence it is safe to assume that \( \frac{1}{\epsilon m} \) is a positive integer. Therefore, the total work of task \( \tau_1 \) is \( C_1 = m - 1 \) and its critical-path length is \( L_1 = 1 \). The minimum inter-arrival time of \( \tau_1 \) is 1.

Task \( \tau_2 \) is simply a sequential task with work (execution time) of \( 1 - \frac{1}{\epsilon} \) and minimum inter-arrival time also \( 1 - \frac{1}{\epsilon} \), where \( \alpha > 1 \) will be defined later. Clearly, the total utilization is \( m \) and the critical-path length of each task is at most the relative deadline (minimum inter-arrival time).

Lemma 9. When \( \alpha < \frac{3 - \frac{1}{\epsilon} - \frac{2}{m} + \sqrt{5 - \frac{12}{m^2} + \frac{1}{m^2}}}{2} \) and \( \delta = 2 \epsilon + g(\epsilon) \) and \( m \geq 3 \), then \( \frac{1 - 2 \epsilon}{\alpha} + \frac{m - 2}{m} \geq 1 - \frac{1 - \epsilon}{\alpha} \) holds.

Proof: By solving \( \frac{1 - 2 \epsilon}{\alpha} + \frac{m - 2}{m} = \frac{1 - \frac{1}{\epsilon}}{\alpha} \), we know that the equality holds when

\[
\alpha < \frac{3 - \frac{1}{\epsilon} - 2 \epsilon + \sqrt{5 - \frac{12}{m^2} + \frac{1}{m^2}} - g(\epsilon)}{2}
\]

where \( g(\epsilon) \) is a positive function of \( \frac{1}{\epsilon} \), which approaches to 0 when \( \epsilon \) approaches 0. Now, by setting \( \delta \) to \( 2 \epsilon + g(\epsilon) \), we reach the conclusion.

Theorem 5. The capacity augmentation bound for G-EDF is at least \( \frac{3 - \frac{1}{\epsilon} + \sqrt{5 - \frac{12}{m^2} + \frac{1}{m^2}}}{2} \), when \( \epsilon \to^+ 0 \).

Proof: Consider the system with two tasks \( \tau_1 \) and \( \tau_2 \) defined in the beginning of Section VI-B. Suppose that the arrival of task \( \tau_1 \) is at time 0, and the arrival of task \( \tau_2 \) is at time \( \frac{1}{\alpha} + \frac{\epsilon}{\alpha} \). By definition, the first jobs of \( \tau_1 \) and \( \tau_2 \) have absolute deadlines at 1 and \( 1 + \frac{\epsilon}{\alpha} \). Hence, G-EDF will execute the sequential execution of task \( \tau_1 \) and the sub-jobs of task \( \tau_1 \) first, and then execute \( \tau_2 \).

The finishing time of \( \tau_1 \) at speed \( \alpha \) is not earlier than \( \frac{1 - \epsilon}{\alpha} + \frac{m - 2}{m \alpha} = \frac{1 - \epsilon}{\alpha} + \frac{m - 2}{m \alpha} \). Hence, the finishing time of task \( \tau_2 \) is not earlier than \( \frac{1 - \epsilon}{\alpha} + \frac{m - 2}{m \alpha} + \frac{1 - \epsilon}{\alpha} \).

If \( \frac{1 - \epsilon}{\alpha} + \frac{m - 2}{m \alpha} + \frac{1 - \epsilon}{\alpha} > 1 + \frac{\epsilon}{\alpha} \), then task \( \tau_2 \) misses its deadline. By Lemma 9, we reach the conclusion.

Figure 5 illustrates the upper bound of G-EDF provided in Theorem 4 and the lower bound in Theorem 5 with respect to the capacity augmentation bound. It can be easily seen that the upper and lower bounds are getting closer when \( m \) is larger. When \( m = 100 \), the gap between the upper and the lower bounds is roughly about 0.00452.

It is important to note that the more precise speedup in Corollary 2 is tight even for small \( m \). This is because in the above example task set, \( U_{\Sigma} = m \), total high task utilization \( U_H = m - 1 \) and number of heavy task \( \|H\| = 1 \), then according to the Corollary, the capacity augmentation bound for this task set under G-EDF is

\[
\frac{2 + \frac{1 - \epsilon - 1}{m} + \frac{1}{m^2}}{2} \approx \frac{2 + \frac{m - 1}{m} + \frac{1}{m^2}}{2} \approx \frac{3 - \frac{1}{\epsilon} + \sqrt{5 - \frac{12}{m^2} + \frac{1}{m^2}}}{2}
\]

which is exactly the lower bound in Theorem 5 for \( \epsilon \to^+ 0 \).

VII. G-RM Scheduling

This section proves that G-RM provides a capacity augmentation bound of \( 2 + \sqrt{3} \) for large \( m \). The structure of the proof is very similar to the analysis in Section VI.

Again, we use a lemma from [15], restated below.

Lemma 10. If \( \forall t > 0, 0.5(\alpha \cdot m - m + 1)t \geq \sum_i \text{work}_i(t, \alpha) \) the task set is schedulable by G-RM on speed-\( \alpha \) cores.
Corollary 3. If a task set has total utilization $U_{\Sigma}$, the total high task utilization $U_{H}$ and the number of heavy task $||\tau_{H}||$, then this task set will be schedulable under G-RM on a m-core machine with speed $\alpha = 2 + \frac{2U_{\Sigma} - 2||\tau_{H}||-1}{m} + \sqrt{\frac{8(U_{\Sigma} - ||\tau_{H}||) + (2U_{\Sigma} - 2||\tau_{H}||-1)^2}{m^2}}$.

**Proof**: The proof is the same as in the proof of Corollary 2, except that instead of using Lemma 8, it uses Lemma 10.

Figure 6 illustrates the required speedup of G-RM provided in Corollary 3 when $m$ is sufficiently large (i.e., $m = \infty$ and $1/m = 0$) and $U_{L} = 0$ (i.e. $U_{\Sigma} = U_{H}$). We vary $\frac{U_{\Sigma}}{m}$ and $\frac{U_{H}}{||\tau_{H}||}$. Again, $\frac{U_{\Sigma}}{m}$ is the average utilization of all heavy tasks. It can be also be seen that the bound is getting closer to $2 + \sqrt{3}$, when $\frac{U_{\Sigma}}{||\tau_{H}||}$ is larger, which results from $||\tau_{H}|| = 1$ and $m = \infty$.

**VIII. Practical Considerations**

As have shown in the previous sections, the capacity augmentation bound for federated scheduling, G-EDF and G-RM are 2, 2.618 and 3.732, respectively. In this section, we consider their run-time efficiency and efficacy from a practical perspective. We consider four dimensions — static vs. dynamic priorities, and global vs. partitioned scheduling, overheads due to scheduling and synchronization overheads, and work-conserving vs. not.

Practitioners have generally found it easier to implement fixed (task) priority schedulers (such as RM) than dynamic priority schedulers (such as EDF). Fixed priority schedulers have always been well-supported in almost all real-time operating systems. Recently, there has been efforts on efficient implementations of job-level dynamic priority (EDF and G-EDF) schedulers for sequential tasks [16, 34]. Federated scheduling does not require any priority assignment for high-utilization tasks (since they own their cores exclusively) and can use either fixed or dynamic priority for low-utilization tasks. Thus, it is relatively easier to implement G-RM and federated scheduling.

For sequential tasks, in general, global scheduling may incur more overhead due to thread migration and the associated cache penalty, the extent of which depends on the cache architecture and the task sets. In particular, for parallel tasks, the overheads for global scheduling could be worse. For sequential tasks, preemptions and migrations only occur when a new job with higher priority is released. In contrast, for parallel tasks, a preemption and possibly migration could occur whenever a node in the DAG of a job with higher priority is enabled. Since nodes in a DAG often represent a fine-grained units of computation, the number of nodes in the task set can be larger than the number of tasks. Hence, we can expect a larger number of such events. Since federated scheduling is a generalization of partitioned scheduling to parallel tasks, it has advantages similar to partitioning. In fact, if we use a partitioned RM or partitioned EDF strategy for low-utilization tasks,
there are only preemptions but no migration for low-utilization tasks. Meanwhile, federated scheduling only allocates the minimum number of dedicated cores to ensure the schedulability of each high-utilization task, so there is no preemptions for high-utilization tasks and the number of migrations is minimized. Hence, we expect that federated scheduling will have less overhead than global schedulers.

In addition, parallel runtime systems have additional parallel overheads, such as synchronization and scheduling overheads. These overheads (per task) usually are approximately linear in the number of cores allocated to each task. Under federated scheduling, a minimum number of cores is assigned. However, depending on the particular implementation, global scheduling may execute a task on all the cores in the system and may have higher overheads.

Finally, note that federated scheduling is not a greedy (work conserving) strategy for the entire task set, although it uses a greedy schedule for each individual task. In many real systems, the worst-case execution times are normally over-estimated. Under federated scheduling cores allocated for tasks with overestimated execution times may idle due to resource over-provisioning. In contrast, work-conserving strategies (such as G-EDF and G-RM) and can utilize available cores through thread migration dynamically.

IX. Related Work

In this section, we review closely related work on real-time scheduling, concentrating primarily on parallel tasks.

Real-time multiprocessor scheduling considers scheduling sequential tasks on computers with multiple processors or cores and has been studied extensively (see [10, 23] for a survey). In addition, platforms such as LitmusRT [17, 19] have been designed to support these task sets. Here, we review a few relevant theoretical results. Researchers have proven resource augmentation bounds, utilization bounds and capacity augmentation bounds. The best known resource bound for G-EDF for sequential tasks on a multiprocessor is 2 [7]; a capacity augmentation bound of $2 - \frac{1}{m} + \epsilon$ for small $\epsilon$ [14]. Partitioned EDF and versions partitioned static priority schedulers also provide a utilization bound of 2 [3, 37]. G-RM provides a capacity augmentation bound of 3 [2] to implicit deadline tasks.

For parallel real-time tasks, most early work considered intra-task parallelism of limited task models such as malleable tasks [22, 30, 33] and moldable tasks [39]. Kato et al. [30] studied the Gang EDF scheduling of moldable parallel task systems.

Researchers have since considered more realistic task models that represent programs generated by commonly used parallel programming languages such as Cilk family [13, 21], OpenMP [41], and Intel’s Thread Building Blocks [43]. These languages and libraries support primitives such as parallel for-loops and fork/join or spawn/sync in order to expose parallelism within the programs. Using these constructs generates tasks whose structure can be represented with different types of DAGs.

Tasks with parallel synchronous tasks have been studied more than others in the real-time community. These tasks are generated if we use only parallel-for loops to generate parallelism. Lakshmanan et al. [32] proved a (capacity) augmentation bound of 3.42 for a restricted synchronous task model which is generated when we restrict each parallel-for loop in a task to have the same number of iterations. General synchronous tasks (with no restriction on the number of iterations in the parallel-for loops), have also been studied [4, 31, 40, 45]. (More details on these results were presented in Section I) Chwa et al. [20] provide a response time analysis.

If we do not restrict the primitives used to parallel-for loops, we get a more general task model — most easily represented by a general directed acyclic graph. A resource augmentation bound of $2 - \frac{1}{m}$ for G-EDF was proved for a single DAG with arbitrary deadlines [8] and for multiple DAGs [15, 35]. A capacity augmentation bound of $4 - \frac{2}{m}$ was proved in [35] for tasks with implicit deadlines. Liu et al. [36] provide a response time analysis for G-EDF.

There has been significant work on scheduling non-real-time parallel systems [5, 6, 24–26, 42]. In this context, the goal is generally to maximize throughput. Various provably good scheduling strategies, such as list scheduling [18, 27] and work-stealing [12] have been designed. In addition, many parallel languages and runtime systems have been built based on these results. While multiple tasks on a single platform have been considered in the context of fairness in resource allocation [1], none of this work considers real-time constraints.

X. Conclusions

In this paper, we consider parallel tasks in the DAG model and prove that for parallel tasks with implicit deadlines the capacity augmentation bounds of federated scheduling, G-EDF and G-RM are 2, 2.618 and 3.732 respectively. In addition, the bound 2 for federated scheduling and the bound of 2.618 for the G-EDF are both tight for large $m$, since there exist matching lower bounds. Moreover, the three bounds are the best known bounds for these schedulers for DAG tasks.

There are several directions of future work. The G-RM capacity augmentation bound is not known to be tight. The current lower bound of G-RM is 2.668, inherited from the sequential sporadic real-time tasks without DAG structures [38]. Therefore, it is worth investigating a matching lower bound or lowering the upper bound. In addition, since the lower bound of any scheduler is $2 - \frac{1}{m}$, it would be interesting to investigate if it is possible to design schedulers that reach this bound. Finally, all the known
capacity augmentation bound results are restricted to implicit deadline tasks; we would like to generalize them to constrained and arbitrary deadline tasks.
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