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Abstract
Over the last few decades, machine learning and data mining have been increasingly used for clinical prediction in ICUs. However, there is still a huge gap in making full use of the time-series data generated from ICUs. Aiming at filling this gap, we propose a novel approach entitled Time Slicing Cox regression (TS-Cox), which extends the classical Cox regression into a classification method on multi-dimensional time-series. Unlike traditional classifiers such as logistic regression and support vector machines, our model not only incorporates the discriminative features derived from the time-series, but also naturally exploits the temporal orders of these features based on a Cox-like function. Empirical evaluation on MIMIC-II database demonstrates the efficacy of the TS-Cox model. Our TS-Cox model outperforms all other baseline models by a good margin in terms of AUC\textsubscript{PR}, sensitivity and PPV, which indicates that TS-Cox may be a promising tool for mortality prediction in ICUs.

Introduction
Over the last few decades, machine learning and data mining techniques are increasingly used for ICU mortality prediction. For example, PhysioNet/CinC organized a challenge in 2012 to develop methods for patient-specific prediction of in-hospital mortality [1], where the data includes time series of vital signs during the 48 hours after ICU admission. There are two tracks in this competition concerning binary outcome measurement (dead or alive) evaluated by sensitivity and positive predictive value (PPV), and risk estimation evaluated by a range-normalized Hosmer-Lemeshow statistic. A great deal of models submitted by participants largely outperformed the baseline algorithm (SAPS-1). For example, Johnson et al [2] used a novel Bayesian ensemble learning algorithm, and Krajnak et al [3] combined machine learning and clinical rules to build a predictive model.

Existing algorithms do not fully take advantage of the temporal changes of the input clinical time-series data. Models such as logistic regression (LR), support vector machine (SVM), and decision trees (DT) can only handle static and fixed-length feature vectors, which greatly limit their use on time-series. In this regard, it makes more sense to resort to Cox regression since it takes into account the temporal orderings of various features and it has widespread uses in survival analysis. In the following, we mainly survey the literature related to Cox regression in the area of medical care utilization.

Cox regression [4,5], though invented in the seventies, is still receiving significant interests from the domains of both healthcare and information technology. Different from methods mentioned above, Cox regression is one of the few models that take into account the temporal structure of events, which is very important for using time-series data to predict morbidity, readmission and mortality and to identify the associated factors. One of the classical examples for predicting morbidity is the risk assessment of cardiovascular disease [4]. A few studies also applied the Cox model for the prediction of outcome in patients with diabetes [6,7], stroke prediction [8], as well as ecologic studies [9]. These algorithms use the vast domain-specific knowledge that has been accumulated on the disease to manually select a limited number of risk factors and then put them into a Cox model.

Recent studies have also recommended using various machine-learning techniques combined with Cox regression for diverse topics in healthcare [10,11]. In addition, there have been a great effort towards making Cox regression more generalizable by adding regularizations to the parameters [12-15].

The above methods typically work on relational data with factors such as age, gender, race, weight, ecologic exposures, lab variables and clinical risk factors. Although some factors may be time-varying, they are typically processed in the canonical way. However, few have used Cox regression to classify multi-dimensional time-series
data, due to the challenge that Cox regression is originally proposed for survival analysis and cannot be directly used in time-series classification.

To address this problem, we propose in this paper a novel approach named Time Slicing Cox regression (TS-Cox), which not only takes advantage of Cox regression, but also can be applied on clinical time-series data. Specifically, the rich time-series data allow us to use sophisticated features such as statistical moments, powers in frequency domain, estimates in chaos theory and entropies in information theory as a novel set of covariates to predict mortality risk. Then, based on time-to-event characteristics of ICU data, we divide each time series into multiple windows for each waveform and extract features from every sliding window via signal analysis. Next, we employ Cox regression on those windows together with their associated time stamp information. After the model is trained, we are able to compute a hazard ratio as risk score for each waveform based on the extracted features and learnt model. Our TS-Cox model allows us to leverage on both powerful time-series features and the survival information in the time domain. To our knowledge, this is the first work that adapts Cox regression to classify multi-dimensional time-series.

The remainder of this paper is organized as follows. First, we introduce some background on the original Cox model and describe the proposed TS-Cox model. Next, empirical results of our TS-Cox model compared with baseline methods are presented and discussed. Finally, we summarize the research work and draw conclusions.

Methods

Feature extraction method

The input of our model is based on the features extracted from the multiple time-series of each patient. Many of our features are inspired by classic signal analysis methods including RR series distribution patterns (Mean, Median, Variance, Skewness, Kurtosis), magnitude of variability in the time domain (SD, RMSSD), and linear estimates in the frequency domain (power of VLF, LF, HF and LF/HF). A complete recipe for extracting these physiological features can be found in [16].

Besides, we also make use of features kindled by chaos theory and information theory, which are helpful in analyzing the degree of self-affinity and randomness of the time-series. Specifically, we adopt the detrended fluctuation analysis (DFA) based on chaos theory to estimate the statistical self-similarity of a signal [17-19]. We also compute the randomness measurements including approximate entropy [20,21], sample entropy [22,23] and permutation entropy [24]. They are measurements designed to quantify the degree of regularity versus unpredictability, reflecting the unpredictability of fluctuation in a time-series. A low value of the entropy indicates that the time-series is deterministic while a high value means that the time-series is unpredictable. These entropies are good indicators for cardiovascular signals where the occurrence of disease is highly correlated with the decrease of entropy. In summary, in this study we extracted 16 features from two types of time-series: heart rate (HR) and peripheral capillary oxygen saturation (SpO2), leading to 32 features in total for each time window of a patient.

Classification method

Cox Regression

Cox regression is a popular statistical model in survival analysis which deals with analysis of time duration until the happening of one or more events, such as sudden deterioration of a patient [4]. It estimates the risk of the occurrence of a particular event at a particular time stamp by quantifying the relation between the features and the risks.

Now we describe the Cox regression model. Let \( X = (x_1, x_2, \ldots, x_m) \) be the feature vector for each patient where \( m \) is the number of features. In this paper, the features come from the aforementioned signal analysis method. Let \( h(t) \) be a hazard function assessing the instantaneous risk of an event (e.g. mortality) at time \( t \). The Cox regression expresses the logarithm of the mortality risk \( h(t) \) as a weighted sum of all features with a base function as follows:

\[
\log h(t \mid X) = \alpha(t) + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_m x_m ,
\]

(1)

where \( \beta \) is the coefficient of feature \( x_i \), reflecting the relation between this feature and the risk. For example, a large \( \beta_i \) means that the raise of the value of feature \( x_i \) increases the risk of mortality. \( \alpha(t) \) is a base function independent
from the feature vector $X$ whose output varies over time depending on $t$. Given the above equation (1), we have that the mortality risk $h(t)$ can be expressed as follows:

$$h(t | X) = \frac{h_0(t)}{\prod_{i=1}^m \exp(\beta_{i1}x_i) \times \prod_{m=1}^m \exp(\beta_{mXm})}$$

where $h_0(t) = \text{exp}(\alpha_0(t))$ is called baseline hazard function and the following product is called proportional hazards. The proportional hazards assume that each feature contributes an independent multiplicative factor to the primary risk hazard rate. Cox regression estimates the parameters $\beta$ using maximum likelihood estimation over the partial log-likelihood function in which $h_0(t)$ is cancelled out. Consequently, we do not need to know the functional form of $h_0(t)$ as the output does not depend on the feature vector. Given a fixed time stamp $t$, the risk hazard rate $h(t | X)$ only depends on the feature values. Therefore, when computing the risk hazard rate at a particular time stamp in the future, we only need to compute the proportional hazards as a proxy for risk hazard rate.

The problem of survival analysis is further compounded by the presence of censored data [25,26], where the status of an instance is not observable after a certain time point. For example, an instance in mortality analysis is censored when the patient at question is still alive at the end of observation. Censored times $C_i$ are associated with each instance $i$ along with observed time for the event $O_i$. Define the failure time $T_i$ for instance $i$ as the minimum of $O_i$ and $C_i$, i.e. $T_i = \min(O_i, C_i)$. $O_i < C_i$ indicates that the event of interest has occurred within the censoring time. However, if $O_i$ is unknown then $T_i$ is set to $C_i$ and the instance is censored. Take hospital readmission prediction as an example. An event is defined as the onset of heart failure readmission within 30 days of discharge from the previous admission. The censored cases can be identified when (i) the patients whose follow-up details were lost over time or (ii) the patients was not readmitted within the time period of follow-up until the end of the study (which is fixed to 30 days in this case). This is commonly called the right censoring setting, which is the most frequently studied censoring phenomena in survival analysis.

**Time Slicing Cox regression (TS-Cox)**

Now we introduce our Time Slicing Cox regression (TS-Cox) method, which applies the Cox model to time-series data. Our method contains three steps: preprocessing, training, and deployment. We describe these three steps in detail as follows.

**Preprocessing.** We assume that the time-series has a basic unit step which is the time gap between two measurements. For example, in our data from MIMIC-II, each unit step is 60 seconds. For each patient, we maintain a sliding window from the beginning of each of his or her time-series. The window is a fixed-length time frame (e.g., window size = 1024 unit steps) that can be regarded as a snapshot of the status of a patient. At each iteration, we extract features from the time window and record the risk stamp of this window. We then move the window by a fixed step-size and repeat until we reach the end of the patient’s time-series.

For each time window, we adopt the aforementioned feature extraction method to obtain features from the time-series within the window. In our case, each time window is associated with two time-series for HR and SpO2. We extract 16 features from each time-series separately, leading to 32 features in total for each time window.

In each iteration, we move the window by a pre-specified step size (e.g., 100 unit steps) and extract features again for the new window. This way, we have multiple windows for each patient. Suppose the number of windows for a patient is $L$. Each window is also associated with a new failure time, which is the time gap between the end of the window and the original failure time $T$. Let $D_l$ be the last time stamp of window $l$, $l=1,...,L$, and $S_l$ be the failure time for window $l$, we have that $S_l = \max(T-D_l, 0)$. At the end of preprocessing, for each patient we have $L$ windows where each window $l$ is associated with 32 features and a failure time $S_l$ reflecting the new survival time for that window.

**Training.** The training procedure is to estimate the value of $\beta$, which largely follows the same workflow for Cox regression. Different from the original Cox regression where each training instance is a patient, our TS-Cox model counts each window of a patient as a training instance. In other words, each window is viewed as a unique patient. This way, the TS-Cox model considers the time-varying migration of features and the temporal ordering of all the time windows. In contrast, if we extract features directly from the entire time-series for all patients and then input them into models such as LR or SVM, we would lose such temporal information.
We still learn a weight vector $\mathbf{\beta}$ using maximum likelihood estimation after training the TS-Cox model. For example, if there are 32 features for each time window, the length of the vector $\mathbf{\beta}$ is 32. The training process is to tune the value of $\mathbf{\beta}$ so that the resulting risk hazard rates for all training instances best respect the order of their failure time $S_i$.

**Deployment.** With the learnt $\mathbf{\beta}$ in place after training, the evaluation procedure is to evaluate the risk of mortality for an out-of-sample patient. Specifically, given a patient, we extract the 32 features from their last time window using the same window size as in preprocessing and training. We then compute the proportional hazard $h'(X)$ which is the exponential of the dot product of $\mathbf{\beta}$ and the feature vector $X$, i.e. $h'(X) = \exp(\beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_{32} x_{32})$ as the hazard risk rate. To use the proportional hazard rate for binary classification, we need to set a threshold $c$ so that those patients with $h'(X) > c$ belong to one class and the rest belongs to another class. The threshold $c$ is typically chosen by aiming at a prescribed specificity, sensitivity, or positive predictive value (PPV) based on cross-validation on the training data.

In practice, our model can be deployed to monitor patients in real-time. We can move the time window to the last point as new data come in, extract updated features, and re-compute the hazard rate by feeding the updated features into the TS-Cox model. An alert will be triggered when the criterion (such as $h'(X) > c$) for certain event is met.

**Results and Discussion**

We conduct experiments to evaluate the performance of the proposed method. In our experiments, we used a publicly available ICU database, namely Multiparameter Intelligent Monitoring in Intensive Care II (MIMIC II) [27]. The data harnessed in MIMIC-II were collected from the ICUs of Beth Israel Deaconess Medical Center from 2001 to 2008 and covers 26,870 adult hospital admissions (version 2.6). Two types of data were obtained: clinical data and physiological waveforms. The clinical data were acquired from the CareVue Clinical Information System (models M2331A and M1215A; Philips Healthcare, Andover, MA) and the hospital's electronic archives. The data included patient demographics, nursing notes, discharge summaries, continuous intravenous drip medications, laboratory test results, and nurse-verified hourly vital signs, etc. The physiological waveforms were collected from bedside monitors (Component Monitoring System Intellivue MP-70; Philips Healthcare) and included high-resolution (125 Hz) waveforms (e.g., electrocardiograms), derived time series such as HR, blood pressures, SpO2, and monitor-generated alarms [28]. Here, we only extracted the time series of HR and SpO2 as the inputs to our model. Finally, our experiment datasets consist of 930 waveforms including complete HR and SpO2 records, among which there are 56 dead and 874 censored records. Our task is to predict whether a patient will die in the ICU.

We compare our method with the following baselines: 1) Classical classifiers including logistic regression (LR), linear SVM (SVM-l) and SVM with RBF kernel (SVM-r). Specially, we follow the traditional approach of first extracting features from the whole time series and then apply those classifiers for binary classification. 2) Time-Slicing version of logistic regression (TS-LR), linear SVM (TS-SVM-I) and SVM with RBF kernel (TS-SVM-r). In particular, we follow the same time-slicing mechanism as in TS-Cox and train these models on all time windows to learn the weight of each feature. When making prediction, we apply these learned weights on the last window of each waveform. For all time-slicing algorithms, we use 1024 unit steps as window size and 100 unit steps as step size for moving windows based on the previous experiments.

The dataset is highly imbalanced with the majority of patients being non-dead. Therefore, accuracy performance does not make the most sense in this case since one can achieve a high accuracy by always predicting non-dead for every patient. As a result, for evaluating the performance, we fixed the specificity of each model to about 0.95 and compare the sensitivity and PPV of each model. What’s more, we also evaluate the area under the ROC curve (AUC_ROC) and area under the precision-recall curve (AUC_PR). All the results reported in Table 1 are based on 5-fold cross validation. That is to say, we divide the whole dataset into 5 subsets where each subset contains 186 waveforms. Each algorithm is evaluated on each subset with all other 4 subsets being the training dataset. The final result is the mean of all evaluated subsets.

Table 1 below shows the results of all algorithms with specificity being fixed to 0.95. We make the following observations:
First of all, the proposed Cox regression with time slicing is better than the original Cox regression regardless of any measurements, which demonstrates the efficacy of using time slicing techniques in the Cox regression model. The advantage of Cox regression is that it takes time-to-event into consideration, while other models do not. Therefore, time slicing techniques work for Cox regression, but do not help other models since it merely increases the training instances for these classifiers.

Second, TS-Cox has both the largest AUC_ROC and the largest AUC_PR. Furthermore, TS-Cox surpasses all other models by a larger margin in regard of AUC_PR than of AUC_ROC, which signify that it makes more sense to measure AUC_PR than to estimate AUC_ROC for a skewed class distribution (most people still alive).

Third, the TS-Cox model constantly outperforms all the baseline models in terms of sensitivity and PPV, which indicate that TS-Cox is superior to other prediction models. We attribute this promising progress to the fact that the TS-Cox model is able to exploit the rich time-variant information of clinical time-series data.

Therefore, TS-Cox has a potential advantage over other methods to predict mortality in adult ICU monitoring system.

Table 1. Statistical Performance

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC_ROC</th>
<th>AUC_PR</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>PPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.7463</td>
<td>0.1642</td>
<td>0.9485</td>
<td>0.1352</td>
<td>0.1455</td>
</tr>
<tr>
<td>SVM-l</td>
<td>0.4669</td>
<td>0.0763</td>
<td>0.9496</td>
<td>0.0643</td>
<td>0.0764</td>
</tr>
<tr>
<td>SVM-r</td>
<td>0.6823</td>
<td>0.1247</td>
<td>0.9485</td>
<td>0.1012</td>
<td>0.1100</td>
</tr>
<tr>
<td>Cox</td>
<td>0.5783</td>
<td>0.1195</td>
<td>0.9575</td>
<td>0.1945</td>
<td>0.2267</td>
</tr>
<tr>
<td>TS-LR (Step=100)</td>
<td>0.7181</td>
<td>0.1826</td>
<td>0.9498</td>
<td>0.1652</td>
<td>0.2253</td>
</tr>
<tr>
<td>TS-SVM-l (Step=100)</td>
<td>0.5452</td>
<td>0.0938</td>
<td>0.9500</td>
<td>0.0456</td>
<td>0.0785</td>
</tr>
<tr>
<td>TS-SVM-r (Step=100)</td>
<td>0.6841</td>
<td>0.1402</td>
<td>0.9504</td>
<td>0.1336</td>
<td>0.1649</td>
</tr>
<tr>
<td>TS-Cox (Step=100)</td>
<td><strong>0.7514</strong></td>
<td><strong>0.2522</strong></td>
<td><strong>0.9485</strong></td>
<td><strong>0.3424</strong></td>
<td><strong>0.2956</strong></td>
</tr>
</tbody>
</table>

Conclusions
This paper proposed an integrated architecture for predicting death events in adult ICU patients based on a combination of time-series feature extraction methods and a novel time-slicing Cox regression method. The former produces more discerning features, and the latter exploits the strategy of slicing time windows on the static Cox model according to its time-to-event characteristics. We compared our TS-Cox model to conventional Cox model as well as LR, SVM-l, SVM-r, and their time-slicing version. The experiments indicate that TS-Cox has the highest AUC_PR, sensitivity and PPV by a huge margin at a specificity value around 0.95. These promising results demonstrate the feasibility of our new framework for better mortality prediction in adult ICU monitoring system.
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