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Abstract
At present, the brain is viewed primarily as a biological computer. But, crucially, the plasticity of the brain’s structure leads it to vary in functionally significant ways across individuals. Understanding the brain necessitates an understanding of the range of such variation. For example, the number of neurons in the brain and its finer structures impose inherent limitations on the functionality it can realize. The relationship between such quantitative limits on the resources available and the computations that are feasible with such resources is the subject of study in computational complexity theory. Computational complexity is a potentially useful conceptual framework because it enables the meaningful study of the family of possible structures as a whole—the study of “the brain,” as opposed to some particular brain. The language of computational complexity also provides a means of formally capturing capabilities of the brain, which may otherwise be philosophically thorny.
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1 Introduction

The brain is generally understood to be a kind of computer. As a first, gross simplification, it is generally believed that the brain takes sensory inputs and produces motor commands as outputs, for the purpose of prolonging the survival of its host’s genome. Although this view can help orient the study of the brain, we would naturally like to understand its function more precisely. We possess a pretty thorough picture of the behavior of the key cells comprising the brain, in particular neurons (Koch, 1998; Koch and Segev, 2000; London and Häusser, 2005; Herz et al., 2006); but, while clarity at the cellular level is necessary to understand the human brain, it is insufficient to understand it. This is because, as we will review in Section 2.1, unlike most other organs, the function of the brain seems particularly sensitive to the arrangement and behavior of even a handful of cells. The cellular characterization of the brain’s behavior is therefore inadequate to provide an understanding of its function for two reasons, that we will develop in Section 3. The first, widely acknowledged reason, is that the human brain at the cellular level is therefore too large and complex a system for us to comprehend in full detail. The second reason is less acknowledged, but is in a sense more fundamental: the human brain is therefore crucially sensitive to the idiosyncracies of individual development and physiology, which we review in Sections 2.2-2.3. It may therefore be incorrect to speak of “the” human brain as a single system, in the same way one might discuss “the” human eye or “the” human respiratory system. Instead, our object of study is the range of functional behaviors of the family of brains that develop in a closed-loop interaction with natural environments. We can seek to address both difficulties through the appropriate use of abstraction.

1.1 The theory of algorithms informs the study of the brain

The first difficulty stems from our inability to understand the behavior of more than a few cells at a time. Addressing this difficulty thus involves some abstraction of the behavior of such groups of cells as performing some simpler computational function. The use of such abstraction in studying
the human brain was advocated in a classic work by Marr (1982). Marr advocated the characterization of algorithms and representations as a bridge between the behavior of individual neurons and a precise characterization of the brain’s behavior at a functional level. A description of the brain’s function in terms of algorithms and representations gives us a narrative in which we can place the actions of the individual neurons as providing such representations, or as executing such algorithms.

The study of the human brain at this level of algorithms and representations is the focus of the field of cognitive science. But, such algorithms and representations are studied more generally by computer science. Indeed, the analogous separation of function from implementation in silicon is recognized as crucial in enabling humans to engineer the highly complex computer hardware and software we use today. In computer science, the study of algorithms and representations is divorced from the requirement in cognitive science that these algorithms capture the particular, natural systems of the brain. This freedom has enabled computer science to develop a reasonably successful suite of techniques for the analysis of such systems, in order to facilitate their design. I will argue that some of these techniques should also be useful in understanding the brain at this abstract level.

1.2 The role of computational complexity

In particular, I will argue that the framework of computational complexity provides a conceptual orientation and some basic mathematical techniques to help overcome the second difficulty; that the study of “the” human brain is actually the study of the many possible brains that may result from development and experience. We must analyze something more general than a particular brain, or, perhaps, even more general than a particular algorithm. One such kind of analysis, that I will describe in Section 4, draws on the observation at the cellular level that human brains, and structures within these brains, tend to have roughly similar sizes, densities, signaling speeds, and so on. These measurable, quantitative constraints on a typical brain constrain the algorithms that the
brain can implement, especially on short time scales. A constraint on the algorithms in turn con-
strains the possible functions that the brain could be computing. Such relationships are the objects
of study in computational complexity—the relationships between the quantitative “complexity”
constraints of an implementation level in some computational model and the possible computa-
tional behaviors realized at the abstract, functional level. Specifically, computational complexity
addresses questions about whether or not a function can be computed at all within some given
quantitative constraints, and about the relative power, that is, relative breadth of functions com-
putable under different constraints and models.

Actually, a surprising outcome of these studies has been that many different computational
models, when allowed a reasonable amount of resources (most notably computation time), have
essentially the same amount of power, that is, compute exactly the same functions. In particular,
we do not know of any currently feasible model of computation more powerful than the Turing
machine\textsuperscript{1}, for example, but we know of many models of equivalent power. This state of affairs
motivates the Strong Church-Turing Thesis: roughly, that the notion of feasible computation is
largely insensitive to the choice of model. Or, in other words, the Turing machine model in partic-
ular, when subject to a reasonable constraint on its running time, expresses precisely the family of
functions that can be feasibly computed. This hypothesis enables a mathematically precise study
of efficient computation in general.

In turn, such a study of efficient computation in general enables a kind of “quantitative philos-
ophy” that provides a second application for computational complexity to the study of the brain. In
short, the language of computational complexity allows us to sensibly formulate questions about
the high-level abilities of the brain. For example, in Section 5 I will sketch an example explica-
tion of “predictive ability.” This is enabled by a precise complexity-theoretic formulation what

\textsuperscript{1}A Turing machine is a simple, idealized computer, given by a finite control unit with an unbounded length memory
tape. The details will not be significant to us, but it behaves as follows. On a single step of the machine, it reads and
updates the contents of a single symbol on the tape, updates the state of the control unit, and moves to an adjacent cell
of the tape. The “time” taken by a Turing machine corresponds to the number of such steps.
constitutes a “reasonable” encoding of semantic information content. Note that such questions are philosophically thorny otherwise: in the absence of a known, fixed formal representation scheme, who is to say what was computed and what was not? In particular, there is no single, fixed function (at the highest of Marr’s three levels) that captures such abilities in general. Nevertheless, the notions of computational complexity provide a way of capturing such things.

The value of such a definition is that by abstracting away the details of the encoding used by a particular system, it is then possible to ask precisely whether or not such capabilities are possessed by a given region of the brain, the brain of another species, or a computer program. Perhaps most crucially of all, when a system does not have such abilities, the mathematical techniques of computational complexity may provide a means to demonstrate their absence.

2 Functional and structural variability in the brain

It is hard to understate the functional significance of the structural variation across brains. To our current understanding, all of the differences in skills, knowledge, culture, memories, personality, and so on between individuals are the result of differences in the fine structure of their brains. Even so, it is somewhat surprising how much of the brain’s structure, even at larger scales, seems to be determined by the environment in which it develops, as opposed to having been genetically determined. The consequences of this extreme sensitivity and variability motivate turning to a complexity-theoretic model of the brain, so we will review the evidence for this view of the brain.

2.1 Learning and the sensitivity of neural representations

It is widely understood that the brain has the capacity to learn. This learning, in turn, must be realized by some kind of mechanism in the brain. One mechanism for learning was first proposed by Hebb (1949). Recall that much of the brain consists of a network of cells called neurons, joined at synapses. Neurons are capable of producing an electric spike, that can be detected across these
synapses by other neurons, sometimes causing them to generate spikes as well if the overall level of activity is high enough. In Hebb’s mechanism(s), the relative sensitivity of a neuron to spiking activity across its various synapses is modified when the neurons spike simultaneously, or in sequence. Cellular mechanisms capable of supporting Hebb’s proposal were subsequently observed, starting with work by Bliss and Lømo (1973). Although it was plausible that learning in the brain was the result of Hebb’s mechanism for learning by altering these synaptic weights, Yang et al. (2009) recently confirmed the existence of another mechanism for learning: they observed the creation of new dendritic spines in mice, leading to the creation of new synapses, as well as the elimination of existing spines, eliminating synaptic connections. In short, both the network of connections among neurons which happen to have their axons and dendrites near one another, as well as the strength of these connections, appear to be subject to continual change. In simple models of neural networks, as for example proposed by McCulloch and Pitts (1943), then, no part of the network can be assumed to remain fixed.\(^2\)

This plasticity of the brain is perhaps surprising when one considers that it appears that the firing of just a handful of neurons may represent specific content. Quian Quiroga et al. (2005) describe their observation of a “Halle Berry” neuron during recordings of the spiking activity of neurons in a neurological patient: the particular neuron in question spiked when the patient was shown a picture of the actress Halle Berry, or when the patient was shown the words “Halle Berry,” but not apparently in response to any other stimulus the patient was shown. It thus appears that the firing of one or a few neurons really does encode the concept of “Halle Berry” in this particular patient’s brain. Quian Quiroga et al. were able to find a variety of other cells that responded selectively to various images, and Quian Quiroga et al. (2007) argue that this suggests that these concepts are represented by the firing of a population of a small number of neurons. Others (Bowers, 2009) argue more strongly that these findings support the “grandmother cell” hypothesis, essentially that

\(^2\) Valiant (2015) suggests a more liberal view of a potential synapse as occurring wherever axons and dendrites pass near enough to one another that a synapse could potentially be created. It is still plausible that the network given by these potential synapses does remain fixed.
information is represented by the firing of single neurons in the brain.

Either way, it does appear that the kind of local changes in the brain’s structure that have been observed can radically alter the functional behavior of these networks. Hence, the brain seems particularly sensitive to variation at the cellular level among individuals, and even within the same individual over time during development and learning. It therefore seems necessary to study the function and capabilities of the brain at a more abstract level than the actual cellular network.

2.2 The role of environmental factors in shaping architectural features of the brain

A classical view of the brain holds that the various skills and functions of the brain are localized in small regions. Beyond the evident features of the brainstem, cerebellum, hippocampus, etc. that can be identified with various functions, a vast array of sensory and motor tasks involved in vision, language, planning, etc. are believed to be carried out by various small patches of the cortex. Much of this view of localization was first put forth by Brodmann (1909). These classical views were largely based on the experience of loss of function of various kinds by patients who suffered damage to one part of their brain or another. Most famously, the first identified case was Broca’s patient Tan Tan. Tan Tan, apparently due to a lesion in the front of the left hemisphere of his cortex, could only speak one syllable, “tan.” His gestures led Broca and others to conclude that he could understand the language of others well enough, though. Thus, the natural hypothesis was that the damaged area was linked to language production. Modern in vivo imaging studies of healthy, functioning brains lend support to this view: for example, Moro et al. (2001) observed that activity in “Broca’s area,” an anatomical feature approximately located where Tan Tan suffered his injury, can be used to detect grammatical errors. More strikingly, a subsequent study by Musso et al. (2003) suggests that activity in this area may be tied to the grammar of natural language in particular, not simply rule learning in general. Concretely, subjects were taught constructed languages containing rules that violate the model of Universal Grammar that captures all known human languages; activity in Broca’s area then predicted correct performance for rules that are
consistent with Universal Grammar, and predicted performance errors for the inconsistent rules.

In view of the observed phenomenon of localization, a natural first hypothesis would be that the various functions of the cortex develop in portions of the cortical tissue in a genetically determined way. Such a course of development according to a genetically-determined schedule would be much like how the other organs of the body differentiate from stem cells during development. Indeed, the observed pattern of connectivity of the cortex, which aided Brodmann’s division of the cortex into regions, lends some weak support to such a view.

Strikingly, genetics per se appears not to be the primary factor determining the function of the cortex. Sur et al. (1988) determined that the auditory regions of ferret pups could be induced to develop features typical of the visual regions by surgically moving the retinal projections from the region of cortex usually associated with vision to the auditory regions. Sur et al. were thus led to posit that the it is the inputs to a region of cortex during development that determines its function. That is, the visual areas develop in response to being connected to optic nerves, the motor regions develop in response to the thalamus and spinal cord, and so on. This view is further supported by the observed recruitment of the unused cortical regions by the remaining sensory modalities in congenitally blind (Cohen et al., 1997) and deaf (Bavelier and Neville, 2002) humans.

This is roughly in line with Lashley’s doctrine of equipotentiality (Lashley, 1929): that any portion of the cortex has the capacity to carry out the function of any other. Equipotentiality, like localizationism, was originally supported by observations of patients with damaged or missing portions of their brain; but in this case, damage early in development, which leads to no apparent lasting deficiency (in contrast to damage to the developed brain). A beneficial upshot of such hypotheses is that studies of the algorithm controlling development in one region of the cortex should transfer to others. A problematic upshot is that the results of such a developmental process

---

3Along similar lines, motivated by observations of the structure and behavior of different regions of cortex, Mountcastle (1978) proposed that the various, hierarchically arranged regions of the cortex all employed the same algorithm for learning. The mechanisms by which cortical regions develop their unique character during development seems fundamentally distinct from the mechanisms underlying other kinds of learning, however (Greenough et al., 1987).
are likely to vary across individuals; and, on account of the apparently localized representation of information in the cortex (cf. Section 2.1), these variations likely have significant impact on the way these fundamental computations are performed across the brains of various individuals.

### 2.3 Variability in interconnections

So far, we have observed that it appears that any significant structural feature of the cortex can change—be it at the level of weights, synapses, or even functional regions. Moreover now, beyond the variability of the network of synapses in the cortex due to this plasticity, we observe that it appears that even the basic scaffolding of interconnections formed during development is not fixed. Braitenberg and Schüz (1998) describe Peter’s rule, that this network of interconnections is formed during development by the idiosyncratic pattern of contact between cells. The pattern of interconnectivity in this network is therefore essentially random. Indeed, even the density of interconnections along specific pathways has been found to vary widely across individuals (Hilgetag and Grant, 2000). So, in summary, not only are the weights and synapses of the brain formed by the idiosyncratic processes of learning and development, but moreover the initial configurations and larger scale aggregate structure of these networks are also highly diverse.

### 3 Sufficiently rich computational models are underdetermined

Everyday experience tells us that the human brain is capable of learning to address a wide variety of tasks. Since the brain’s function is apparently determined by its current, conditioned structure, it is perhaps unsurprising that the structure of the brain varies at all levels across individuals, and that the (apparently) localized representation of information in the brain renders the functions computed by portions of the brain highly sensitive to even small variations in this structure.

This poses a major barrier to the accurate modeling the brain of a single individual, let alone a population of individuals. Although it is surely possible to estimate various statistics of the distri-
bution of such variability, we should expect that this diverse range of variation across individuals will be reflected by a functionally significant variation in the lower-level architecture of the brain, specifically, in the architecture of regions of the cortex. We should not expect the corresponding cortical regions of two individuals to compute the same function. And, to the extent that they compute similar functions, we should not expect them to be computed in the same way. So, we should not expect to be able to determine the functional architecture of the brain (across individuals) on the basis of such statistics alone.

The development of theoretical models capturing the workings of a brain is further hindered by the inherent weakness of the link between functional behavior and the underlying model whenever this model is computationally rich. In the first place, the underlying model itself is not determined by the functional behavior. In cognitive psychology, this is known as non-identifiability.

I will review these issues and examine the prospects for addressing them, e.g., by measurable “performance characteristics.” Ultimately, in response to these difficulties, I will suggest in Section 4 that we should model “the” brain (or, precisely, regions of the brain) as belonging to a family of possible functions rather than a precise computational architecture.

3.1 Invariance and non-identifiability

The algorithms and representations used by the brain, i.e., at Marr’s intermediate level (Marr, 1982), are studied in cognitive psychology. In a classic work, Anderson (1978) argued that the functional, stimulus-response behavior of subjects is inherently inadequate to determine key aspects of algorithmic architecture. That is, the underlying algorithms and representations used by the brain are not identifiable on the basis of the observed competence (or non-competence) of subjects at various tasks. Anderson’s observation is closely related to the various forms of the Church-Turing thesis: essentially, his claim follows from the ability of one algorithmic architecture to simulate the functionality of another. The Church-Turing thesis is based on the observation that such simulations yield many models capturing precisely the same family of functions. The
A strong version of the Church-Turing thesis is based on the observation that whenever a natural model of time complexity exists, these simulations incur an overhead that is limited by some polynomial function of the running time and input size; so, as long as we allow for some polynomial “slack” in the amount of time, again we find that many natural models of feasible computations are also equivalent. (As we will review later, however, we can exhibit differences between the models if we take a more refined view, and don’t allow arbitrary polynomial slack.)

A simple example of such non-identifiability occurs in circuits. Suppose we have a circuit of gates computing the Boolean AND, OR, and NOT functions, where the AND and OR have arbitrary numbers of inputs: recall that the AND function outputs ‘true’ if all of its inputs carry ‘true,’ and outputs ‘false’ otherwise, whereas the OR function outputs ‘false’ if all of its inputs carry ‘false,’ and outputs ‘true’ otherwise. So the OR and NOT gates can simulate the AND gate: we can exchange the role of ‘true’ and ‘false’ by negating all of the inputs to the OR gate using NOT gates, and then negating its output (this is known as de Morgan’s law). So, we cannot identify the difference between a network consisting of AND, OR, and NOT gates, and a network consisting only of OR and NOT gates (or AND and NOT gates). Notice, this simulation only uses three layers of gates to simulate a single AND gate, so if the circuit consisted of a constant number of layers $\ell$ (supposing for simplicity that there are no outputs feeding back to a higher layer), the simulation can be carried out in $3\ell$ layers. More radically, consider the NAND function which outputs ‘false’ if all of its inputs are ‘true’ and outputs ‘true’ otherwise. This gate computes the NOT function on a single input, and so can actually be used to simulate both the AND function using two layers of gates, as well as the OR function using two layers of gates; thus, an AND/OR/NOT circuit that is $\ell$ layers deep can be simulated by a NAND-only circuit that is $2\ell$ layers deep and vice-versa. Likewise, the total number of gates in this NAND-only circuit only needs to be twice that of the original AND/OR/NOT circuit, (plus possibly the size of the input) since we only need to either compute a negation of the output of a gate, or compute the negation of the gate feeding its input.

Moreover, now, suppose we consider the family of linear threshold gates: on $n$ inputs $x_1, \ldots, x_n$,
these are parameterized by real-valued weights $w_1, \ldots, w_n$, and a threshold $\theta$. Supposing ‘true’ corresponds to 1 and ‘false’ corresponds to 0, the linear threshold gate outputs ‘true’ when $\sum_{i=1}^{n} w_i x_i \geq \theta$ and outputs ‘false’ otherwise. Such gates are rich enough to express AND, OR, and NAND (and many other functions besides). Therefore, there may be many different threshold circuits that ultimately express precisely the same Boolean computation in different ways. Such threshold gates correspond to the McCulloch-Pitts model of a neuron (McCulloch and Pitts, 1943). Therefore, at least in the McCulloch-Pitts model, we see that we will encounter difficulties if we wish to determine the actual architecture of a circuit based on its input-output behavior alone. Edelman (2004) discusses such systems, in which in particular there are multiple, functionally equivalent structures expressible by the same model. He calls such systems “degenerate.” Since, as we reviewed in the previous section, the development of the connectivity and weights of the neural circuitry of the cortex appears to be highly idiosyncratic, we would certainly expect to encounter a wide variety of the possible circuits in this particular degenerate system.

The models of computation by our different kinds of gates are particularly similar; it is possible for far more diverse models to simulate one another, with correspondingly more serious consequences. Work on modeling the feedforward path of the ventral stream of the visual cortex, carried out independently by Serre et al. (2005), and Thorpe et al. (Thorpe, 2002; Thorpe et al., 2004), serves as a mild cautionary tale. These two teams of researchers gave quantitative models of the function of the visual cortex constructed from biophysically plausible circuits, and demonstrated via computer simulations that the models so constructed performed well on standard vision tasks. This is a significant achievement, as it is a substantial and necessary test of any would-be theory of the workings of the brain. Consequently, both teams seemed to feel confident that they had proposed a model that would likely become the starting point for developing “the” model of the visual areas, and ultimately the entire brain. Imagine, then, the surprise of the researchers to discover that another team had achieved similar results utilizing quite dissimilar underlying mechanisms! The major difference between the two approaches was how data was encoded: Serre et al. had used a
more traditional spike rate based encoding scheme, whereas Thorpe et al. used a temporal scheme, i.e., one in which earlier spikes have higher weight. Thorpe (2002) initially argued for a temporal coding based on the difficulties that a rate-based scheme would encounter in accounting for the fast response times observed in practice, and Guyonneau et al. (2005) have performed a more extensive theoretical study suggesting that the timing of spikes is what shapes a neuron’s response. On the other hand, Serre et al. (2005) have tested the performance of their model against the performance of human subjects extensively, and found that it does fairly well at predicting the performance of the human subjects on visual tasks.

The lesson we should take away from this incident is that Marr’s hierarchy (Marr, 1982) is not merely a taxonomy. The tasks of identifying the physiology and identifying the functionality are quite distinct, and should not be confused. The fact that two rather different underlying models were able to produce similar results should not surprise us so much. It follows from our prior discussion of equivalences across models of computation that a given class of problems will often have many equivalent formulations. The difference from Edelman’s notion of degeneracy is that he is considering equivalent structures in a fixed family of models (e.g., the family of McCulloch-Pitts circuits), whereas here we are concerned with the possibility that two different families of models – e.g., temporal versus rate-based models here – of the underlying physiology could yield equivalent behavior. So, while the underlying model is critical from the standpoint of neurophysiology and often important from the standpoint of experimental design, studying the functional capabilities will not help us identify which of a set of computationally equivalent models best describes the underlying physiology. So, we must be careful not to claim too much about what such studies say about the physiology. Likewise, if we manage to successfully identify the computational power of the cortex with a class of circuits, further work on identifying the physiology that “truly” yields the computational model (at Marr’s lowest level) will generally not contribute to our understanding of its function (at Marr’s highest level). The functionality essentially never identifies a unique model, to say nothing of the underlying physiology that (in a sense) implements the model.
3.2 Limitations of model fitting

So, in general, one cannot identify “the” computation underlying a given behavior. But surely, one might think, it should be possible to at least capture the behavior itself, irrespective of whether or not we understand how it is computed. This is essentially the problem of (supervised) machine learning: given a collection of example inputs and outputs, can we find the function? Or more precisely, can we at least find a function that is close to the actual behavior, close enough that it can predict behavior under novel circumstances? Of course, we expect the actual functional behavior of individuals’ cortical regions to vary, so the function we learned would be unique to that individual, somewhat analogous to sequencing their genome.

The work of Sur et al. (1988) suggests that the brain itself is learning these functions, so perhaps we as observers ought to be able to learn them, too. Indeed, one might be optimistic, given not only the simulations of Thorpe et al. (Thorpe, 2002; Thorpe et al., 2004) and Serre et al. (2005), but also related, recent work involving “deep neural nets.” These models are more loosely inspired by the observed architecture of the cortex, but have moreover sometimes matched human-level performance in tasks such as labeling images (Krizhevsky et al., 2012), speech recognition (Dahl et al., 2012), and face detection (Taigman et al., 2014). In light of this, one might be optimistic that the functions being trained by these “deep nets” might actually be that learned by the cortex—that because we are getting similar input-output behavior out of computationally feasible model-fitting processes for the same family of models, perhaps they really do capture functionally equivalent representations. Or at least, that they produce models that are representative of “typical” brains.

These hopes are thoroughly dashed by the work of Nguyen et al. (2015). They show that it is easy to construct, for example, images that appear to a human observer to be a slightly “noisy” picture of one type of animal, but that are confidently classified by the deep net as an entirely different type of animal. Note that these counterexamples are consistent with the claim that the trained deep net matching human level performance, as these images are not natural: they feature “noise”
that has been carefully chosen with knowledge of the deep net’s weights. Learning algorithms, for example in Vapnik’s statistical learning model (Vapnik, 1998) and Valiant’s computationally-bounded model (Valiant, 1984), only guarantee that a good approximation to the target is learned, as measured by the distribution of the data. That is, learning algorithms only promise correct labels on most of the images that are likely in the natural distribution. They do not and cannot promise to identify the actual function. While we can improve the approximation by training on more data, it is infeasible to collect a training set large enough to guarantee good predictions on the entire range of inputs of interest. So, not only do the representations produced fail to enable any deeper analysis of the actual representations used or other features of the cortical computation, they also cannot be used to make predictions beyond the labels on the training distribution. Thus, as they cannot be used to answer our natural questions, they are poor models of the cortical region.

3.3 Avenues for model identification and their challenges

Modeling the function of regions of the cortex in actual subjects is still the most straightforward approach to studying the brain. We will briefly review its prospects. As these approaches face formidable challenges, this review will motivate a more abstract study of the brain in Section 4.

To begin, we note that the function of such circuits must be considered in the context of natural data: The work of Sur et al. (1988) suggests that neural circuits are developed in response to the kind of inputs they receive. As we noted above, the functions produced by such learning systems are only meaningfully fixed in the context of the distribution of their training data. In particular, this suggests that the context of the signaling inputs received from the rest of the cortex will be essential to studying the function of regions that are not immediately connected to sensory inputs; in other words, in vivo studies are therefore essential.

At a sufficiently small granularity, identifiability is not at issue. For example, we can begin to make meaningful sense of the behavior of a single neuron. The studies of Quiñon Quiroga et al. (2005) have used in vivo recordings of single neurons to great effect here, giving strong evidence
that concepts are represented by the firing of a few neurons. The trouble, of course, is that it is hard to record from more than a relatively small number of neurons at a time, on the order of thousands, whereas cortical regions may contain hundreds of millions of neurons. Such techniques therefore cannot say much about more abstract computations in the brain, which depend on an understanding of the patterns of activity in neighboring regions. Indeed, note that the successes of this technique were at identifying activity with images of faces, names, and buildings, which are relatively concrete sensory inputs.

While the prospects are dim for obtaining useful information from direct recording of neurons in these more abstract regions of cortex, functional magnetic resonance imaging (fMRI) has been used profitably to obtain information at a smaller granularity than the totality of human behavior. Although it cannot resolve the activity of individual neurons, it can at least give a rough picture of the activity in cortical regions in vivo. For example, this technique was used by Moro et al. (2001) and Musso et al. (2003) to investigate the hypotheses that the Broca-Wernicke areas use a Chomskian Universal Grammar to decode and generate linguistic structure, and moreover, that this grammar computation is distinct from the general rule-learning capacity of the brain. Donoso et al. (2014) likewise used fMRI to produce evidence for activity in the pre-frontal cortex capturing the effectiveness of abstract hypotheses being considered by subjects, and predicting changes between such hypotheses. In particular, they proposed an approximate-Bayesian reinforcement learning model that generates similar activity. While such fMRI studies provide useful tests for such well-developed models, due to the coarseness of the signal they provide, however, they are less useful in the development of models. In particular, because fMRI cannot resolve the actual representation of information by the cortex, it cannot actually determine the functions being computed. We can only check the correlation of the strength of activity with rather specific quantities, such as the probability that a subject makes an error of some kind.

A related approach is to use the pattern of such performance errors and computation time to inform the study of the brain at the algorithmic level (Newell, 1990; Pylyshyn, 1984). Although
we know that one computational model can generally simulate another using similar resources, this equivalence breaks down under sufficient precision. For example, Maass (1984) has shown that the basic, single-tape Turing machine cannot determine whether or not a string of letters is a palindrome without taking time that grows quadratically in the length of the string. By contrast, most of our usual architectures (such as the random-access memory model underlying desktop digital computers) can check whether or not a string is a palindrome in time merely proportional to the length of the string. Thus, in principle, the single-tape Turing machine might be ruled out as a computational model for the brain if the amount of time taken by subjects to determine whether or not a string was a palindrome appeared to be subquadratically related to the length. The primary issue that arises is that if subjects did appear to be taking quadratic time, then we essentially learn nothing—it is possible for stronger architectures to utilize a sub-optimal algorithm. Moreover, limits will remain on the extent to which we can nail down the actual architecture; although such separations will allow us to rule out some architectures, not all pairs of models can be separated this way. Some simulations are indeed quite efficient such as the circuit simulations we described earlier. The actual power of the different models is then essentially the same, even with respect to the resources available. We then cannot use such a strategy for model identification.

4 Complexity-theoretic modeling of the human brain

So far, we have seen that the actual functions computed within cortical regions are likely to vary widely across subjects, and that the prospects for resolving examples of these functions in detail are dim. I now argue that the brain – or, more precisely, regions of the cortex – are meaningfully studied as families or “classes” of functions, constrained by the resources available to compute them – e.g., number of neurons, energy, depth, etc. – and their learnability.  

4A similar argument has been made before, see for example Parberry (1994). But, much more has been discovered in the study of both circuits and learning since that work, and the details of my conclusions will differ.
can be computed within such limited resources; computational learning theory (Valiant, 1984) is, in turn, the study of the learnability of functions as informed by computational complexity. Such families of circuits thus provide a model for regions of the cortex capturing the range of potential functional variation of a typical brain. A key benefit of taking this relaxed stance, that we wish to identify a class of functions as opposed to a computational model of the brain, is that model-invariance now works in our favor: as the classes of functions are relatively insensitive to the details of the computational models, we expect the mathematical theory to tolerate revisions to the picture of the brain at the cellular level.

4.1 Complexity-theoretic models for short time scales

Our starting point for the modeling of the computation performed by the brain is the classical McCulloch-Pitts model of the neuron (McCulloch and Pitts, 1943). In this model, a neuron takes as inputs the presence or absence of spikes along the synapses of its dendrites, encoded by Boolean values, and computes a linearly weighted vote to decide whether or not to itself produce a spike. That is, if the presence or absence of input spikes are encoded by the Boolean variables $x_1, \ldots, x_n$, there are weights $w_1, \ldots, w_n$ indicating the strength of these synapses, as well as whether they are excitatory or inhibitory; the neuron then decides to fire if $\sum_{i=1}^{n} x_i w_i \geq \theta$ for some real-valued threshold $\theta$. In essence, the McCulloch-Pitts neuron thus computes some linear threshold gate.

The brain is then modeled as a circuit comprised by such linear threshold gates. More narrowly, we may model the behavior of a region of the cortex on short timescales (e.g., 100-200msec) by an acyclic circuit of highly limited depth, since on such short timescales information appears to flow in only one direction, and the cascade of spikes can only reach neurons a few synapses away (Thorpe et al., 1996). In the coarse-grained framework of computational complexity, we translate such concrete parameters into relative, asymptotic quantities, taking the actual brain to be a typical member of an infinite family of such circuits of different sizes. For example, we may naturally choose to cast these parameters as varying relative to the size of the input (number of neurons or
other cells with projections to the region of interest), “$n$,” that provides an index for the family. We may then take the “very small” depth to be bounded by some (arbitrary) constant independent of $n$; by contrast, parameters of size similar to the input, such as the number of neurons involved in the computation, would be regarded as having an arbitrary polynomial relationship to $n$.

This is of course not entirely correct—we know gross limits on the sizes of brains and cortical regions, and so such an asymptotic statement is therefore nonsense, strictly speaking. But, the number of layers through with spikes may pass is quite small relative to the hundreds of millions of neurons that may comprise the cortical regions through which such spikes pass. The asymptotic relationship captures the algorithmically significant relationship that one quantity is very small relative to another, without requiring us to specify precisely how much so.

Moreover, modeling the depth of layering of such circuits as bounded by a constant, independent of the input size, is mathematically convenient. In particular, a major benefit of a model formulated in these terms is that it is invariant or robust to many variations in its precise formulation; this is the positive side of non-identifiability. For example, more sophisticated models of the neuron that include computation along the dendritic branches (Koch, 1998; Koch and Segev, 2000; London and Häusser, 2005; Herz et al., 2006) will not alter the computational model we use substantially, although they do generally suggest that a single “layer” of neurons is more aptly modeled as two or possibly three layers of threshold circuits.\footnote{These layers are determined by the connectivity of the neurons – that is, the first “layer” consists of neurons that can be reached directly from the “inputs,” the second layer consists of neurons with synapses taking input from neurons in the first layer, and so on. This layering is not meant to correspond to the layered structure of the cortical tissue itself.} Since our model is given by threshold circuits with small but otherwise arbitrary numbers of layers, such variation in the exact number of layers will be irrelevant to us.\footnote{This stands in contrast to the implication of such developments on the variety of learning strategies available at the neuronal level, where the ability to jointly update two layers is significantly different.} We note that the analog properties of the real neurons comprising these threshold circuits is likewise essentially irrelevant from a computational perspective: Maass and Orponen (1998) have shown that the presence of even small amounts of noise renders such circuits
no more powerful than Boolean threshold circuits.

Such circuits are indeed highly parallel; this parallelism allows significant computations to be performed under such severe timing constraints. But, the need for parallelism is just another constraint on the functions computed. We note that the variety of functions that can be computed in parallel under such severe constraints is quite limited relative to a desktop computer. In particular, the aforementioned works of Serre et al. and Thorpe et al. demonstrate that cortical regions can be meaningfully simulated on a computer (Serre et al., 2005; Thorpe, 2002; Thorpe et al., 2004).

We now will seek to identify a sub-class of such circuits that is learnable by feasible algorithms (at least, polynomial-time bounded). Learnability is actually quite a severe constraint. A result by Klivans and Sherstov (2009) shows that even very simple two-layer circuits of linear threshold functions may not be learnable: even if the output layer threshold gate always computes an AND, any strategy that could learn even a nontrivial approximation to the function computed by such circuits could be used to break encryption schemes that are believed to be secure. A corollary of such results is that although we do not know what representations can be learned by deep nets in practice, we certainly don’t believe that they can even be trained to fit arbitrary two-layer neural networks, even though their architecture may be capable of representing precisely such networks.

More generally, there is a distinction in learning theory between the functions that a learning algorithm can learn, and the kinds of representations that the learning algorithm produces. Both are generally captured by some class of representations, and the expressive power of the class of representations that the algorithm produces necessarily constrains the power of the functions it can learn. So, for example, if we take our constant-layer linear-threshold gate (McCulloch-Pitts neuron) networks as our representation, then we can only learn functions that can be expressed by such circuits. But, the class of functions that are efficiently learnable is often strictly weaker than the representations produced by their efficient learning algorithms, as appears to be the case here.

So, the class of all constant-depth, polynomial-size threshold circuits is likely too rich for our purposes. One biologically-motivated further restriction on the class of circuits was proposed by
Uchizawa et al. (2006): they proposed to consider such circuits with the further restriction that on any input, a relatively small number (logarithmically many) of the model neurons “fires,” i.e., relatively few of the threshold gates output ‘true.’ This restriction is motivated by the observations of Margrie et al. (2002) that the spiking activity in the brain is relatively sparse, and the related energy conservation principle proposed by Lennie (2003) on theoretical grounds: namely, a firing rate of just a few percent in each local region of the cortex would be metabolically unsustainable.

Now, the learnability of functions represented by a class of circuits appears to be closely related to the tractability of the mathematical analysis of such circuits, for example, to our ability to establish that some functions are not computed by such circuits. An informal connection has long been observed between learnability and such circuit complexity lower bounds, and moreover, work by Fortnow and Klivans (2009) has provided some formal connection. Of course, the tractability of the mathematical analysis of such circuits is of fundamental importance to this program of work in its own right. On this count also, the family of all constant-depth, polynomial-size threshold circuits was known to be too rich, again essentially due to the fact that secure cryptography is believed to be feasible within such circuits (Razborov and Rudich, 1997). Fortunately, however, once the class is further restricted to have limited energy complexity as proposed by Uchizawa et al., such analysis becomes feasible: in particular, Uchizawa and Takimoto (2008) were able to show strong lower bounds for computing a simple function (the Boolean inner product) in this model. We still do not know if this class of circuits is efficiently learnable, but given the observed close connection between learnability and such lower bounds, it appears likely to be learnable. This class is therefore a natural candidate for the functions computed by regions of cortex on short time-scales, i.e., along feed-forward paths.

### 4.2 Modeling for longer time scales

On time-scales longer than a few hundred milliseconds, there is adequate time for the recurrent (feedback) connections to play a significant role in the functionality. Of course, the backwards
connections may already play a role in shaping the response to stimuli on the feed-forward path (a view we’ll revisit in Section 5), but there they cannot respond to the stimulus, which substantially increases the computational power of the circuits: Even in a “constant-depth” model, without the energy restriction of Uchizawa et al. (2006), cyclic circuits can simulate general time and/or memory bounded computation (depending on whether the number of iterations is bounded). And, even with a logarithmic energy complexity bound, such circuits can (at least) simulate finite automata with a number of states quadratically larger than the number of gates of the circuit (Šíma, 2014). Finite automata are strongly believed not to be learnable (cf., Kearns and Valiant (1994)), so this fact may not be of much relevance to the computational power of the learned behavior of the individual regions.

On such longer time-scales, however, we may be more interested in the architecture of connections between the features and regions of the brain, in the spirit of Brodmann’s map. In particular, a modern update of such a map is the objective of the human connectome project. We might model the individual regions as computing constant-depth, polynomial-size, logarithmic-energy circuits, imposing the constraint of learnability at the level of the individual cortical regions alone. If we now consider the power of the resulting overall architecture, Šíma’s result then gives us some idea of its potential extent.

An alternative, related line of work initiated by Valiant (1994, 2000), has aimed to develop a quantitative computational model of the brain that closely models the quantitative aspects of the underlying physiology while approaching the kind of algorithmic model sought in cognitive science. Of course, in light of the challenges posed by identification at Marr’s algorithmic level, Valiant is careful to stress that he is not asserting that the algorithms he describes in the neuroidal model are actually used by the brain. Rather, he is only seeking to demonstrate that the model, set with realistic parameters, is adequate to capture the range of behavior exhibited by the brain. A current review of the program and its guiding philosophy is given by Valiant (2014). Work by Valiant (2005) and Feldman and Valiant (2009) has demonstrated that this model can support mul-
tiple basic tasks and a plausible amount of storage while using a plausible degree of connectivity, etc. For example, an analysis in Valiant (2006) observed that these ranges of parameters were consistent with the presence of the kind of sparse concept representations conjectured to underlie the observation of the “Halle Berry” neuron by Quian Quiroga et al. (2005).

As the neuroidal model models the brain as performing computations in a way constrained by the quantitative parameters of the observed physiology, it is in particular a computational complexity-theoretic model. One significant distinction between the program underlying the neuroidal model and the program I am suggesting, however, is that I am proposing somewhat looser quantitative constraints than considered thus far by Valiant. The reason is that I would like to understand the relationships between (our models of) the brain and the models considered in the larger complexity-theoretic study of computation. For example, it is natural to ask how the power of a network of neuroids compares to other computational models, such as the threshold circuits of bounded energy complexity discussed earlier. This is not immediate, as although neuroids have a threshold-firing behavior like threshold gates, they also operate according to a nontrivial state-transition model (e.g., resetting after a refractory period), unlike these gates. The neuroidal model with a given range of parameters naturally has greater fidelity to the actual brain than the model I wish to consider; but, the kinds of simulations used to establish such comparisons rely on a little bit of slack or overhead in the computational constraints they obey. It is thus theoretically convenient to regard models as having “the same” or “similar” power in spite of having to lose some resources in converting from one to the other. We can also typically give these arguments in such a way that concrete bounds can still be extracted for the purposes of testing a theory.

A complexity model such as the finite automata model used by Šíma (2014) that counts the number of states, as opposed to simply bounding the complexity of the algorithm, is likely crucial here. Primarily this is because it allows us to meaningfully discuss computation on finite inputs, by “charging” the finite automaton for the complexity of the algorithm it uses, which is kept separate from the space and time used in the Turing machine model. That is, such a state-size versus gate-
size bound makes concrete, testable predictions about the number of neurons, level of activity, etc. required in order to support a given computation on a given input size. It also respects the fact that the brain’s computation only needs to be performed on a limited size input. Although we are currently only aware of this feature of the model giving it additional power under somewhat contrived circumstances, such circumstances do exist.

5 Characterizing functionality using complexity-theoretic concepts

A second role for the language and models of computational complexity in the study of the brain is that it allows us to formulate claims and questions about the kinds of computations performed by systems like brains, while abstracting away the particular details of how this computation is performed. In this way, it becomes meaningful to pose such questions across different systems that were not apparently designed with any particular semantics in mind, e.g. in comparative biology. I will give an example of such “quantitative philosophy” by sketching a definition of “predictive ability,” as proposed to capture “intelligence” (Hawkins and Blakeslee, 2004; Clark, 2013).

5.1 The necessity of abstract and generalized theories

In the study of the function of the brain, following Blum et al. (2005), I claim that it is desirable to define properties such as consciousness or intelligence in an abstract or generalized manner. Such a theoretical description of these concepts would of course be complementary to the actual study of the brain’s physiology: in the physical study, certain processes should be observed which could be verified to have the necessary properties to be called “conscious” or “intelligent” in the abstract theory. These theories are desirable because they are necessary to decide the presence or absence of such high-level features in other systems. For example, a natural question that often arises is whether members of other species – dogs, octopi, etc. – are conscious or intelligent (and how intelligent). A more loaded family of questions concern when a human fetus or infant, or a brain-
damaged patient should be considered conscious, which may have serious legal consequences. Specifically, if we wished to decide whether or not a member of another species, or an entire ant colony, or a robot is conscious or intelligent, it would obviously be unsatisfying to conclude that since none of these have precisely the kind of primate brains in which the various studies of neural representation have been carried out, none could be conscious or intelligent. Turing’s test (Turing, 1950), which was proposed as a means to identify “intelligence” without having to specify precisely what “intelligence” is, also has some related, well-known shortcomings. In Turing’s test, a judge converses with a human and a machine (or some other subject), and attempts to tell which is which; if the judge cannot tell the difference with probability adequately greater than chance, then the test subject is declared intelligent. The troubles with the test include its failing of subjects who refuse to participate or, for whatever reason, cannot communicate in the judge’s language. Clearly, we need to develop theories that describe what it is about the function of the brain that gives rise to these properties without being tied to the particular realization in the systems we observe. When a subject is intelligent or conscious, these theories should permit a simple demonstration of this property by describing how the required systems are implemented. The theory should also make it possible in principle to demonstrate conclusively that a system is not intelligent or conscious, although demonstrating the absence of these properties may not necessarily be so simple.Establishing such a claim might require demonstrating that the system in question is incapable of computing some necessary functions using some lower-bound argument, or some kind of clever experiment. Nevertheless, possession of such abstract definitions allows us to meaningfully consider such questions, which is the first necessary step to resolving them.

5.2 Outline of a complexity-theoretic study of high-level functionality

In our study we wish to isolate the tractable portions of the problem – in this case, the functional or mechanical aspects of our high-level attributes – from the philosophically contentious questions of what an entity really “thinks” or “feels.” Koch (2004) gives a nice, analogous discussion of the
distinction between the neural correlates of consciousness that he wishes to study and a philosopher’s notion of consciousness. We begin by viewing the brain as a formal system, as circuits from a particular class. We continue by asking what properties of those circuits characterize our concepts like intelligence or consciousness: we are seeking the necessary and sufficient conditions that permit our formal system to exhibit the behavioral or mechanical aspects of these high-level properties. We then may define the high-level properties in terms of these conditions.

For example, I will sketch a first attempt at a complexity-theoretic definition of “predictive ability”; Hawkins and Blakeslee (2004) proposed that such an ability to make predictions about one’s environment captures our informal notion of “intelligence.” (See Blum et al. (2005) for a similar initial attempt at defining “consciousness.”) Their proposal was motivated by Rao and Ballard (1999) and Lee and Mumford (2003), who suggested that the feedback connections in the cortex serve to carry predictions about future inputs. (A similar proposal was fleshed out in more detail recently by Clark (2013).) I will attempt to show how this idea might be translated into a formal definition, illustrating where we expect computational complexity theory to play a role. I stress that this definition is agnostic with respect to the underlying mechanisms and encodings used; in particular, it is not necessarily tied to the hierarchical Bayesian frameworks in which the ideas were first developed. For example, the “predictive join” operation in the neuroidal model, proposed by Papadimitriou and Vempala (2015) should satisfy our framework, when applied to the inputs to the model. As we will see, this definition abstracts a level above even Marr’s functional level, identifying a property that such functions may or may not possess.

We will model time as proceeding in discrete steps. Sequences of one input string for each time step, \(x_1, x_2, \ldots, x_t, \ldots\), will then represent an environment; we will later have cause to consider classes of environments, which are merely sets of possible input string sequences. We will consider our candidate predicting machine \(M\) to have some internal state \(s_t\), which in the language of Turing machines would be the contents of its work tapes or in the language of modern computers would be a dump of the contents of its memory; in a more natural setting, we could think of this as a
“snapshot” of neural activity around one moment in time. Regardless of our terminology, if $M$ is in state $s_t$ and sees input $x_t$, it may perform some action and updates its internal state to $s_{t+1}$. We assume that the action and $s_{t+1}$ are determined uniquely by $s_t$ and $x_t$.

In this setting, we’ll take “the ability to make predictions” to mean that at time $t$, $M$ frequently has access to $x_{t+1}$. We remark that although one could consider richer notions of “predictive ability,” this simple notion is still nontrivial, and is sufficient to illustrate how we proceed in providing such definitions. Now, in order for $M$ to be making predictions about $x_{t+1}$, it must be updating its internal state so that eventually $s_t$, together with $x_t$ will contain sufficient information about $x_{t+1}$ that $M$ can do better than merely guess its contents, but we will avoid requiring it to store this information in any particular format. Instead, we will say that $M$ is intelligent with respect to some class of environments $C$ if there is some efficiently (i.e., polynomial-time) computable deciphering function $D_M$ such that for any environment $\{x_t\} \in C$, eventually, $D_M(x_t, s_t) = x_{t+1}$ with frequency “non-negligibly” better than chance—formally, better than chance by an amount that is at least $1/\text{poly}(|x_t|, |s_t|)$, that is, some inverse polynomial in the encoding length (in bits) of the inputs and states. We may regard such deciphering functions as generalizing the “read-out” classifiers of Hung et al. (2005). By allowing a computation that extracts (or “translates”) the relevant information packed into $s_t$, the use of a custom deciphering function grants our theory the desired robustness to the details of the machine model, information encoding, and so on. A machine $M$ for which such a deciphering function exists has sufficient information about $x_{t+1}$ in such a format that we may consider it to possess such a prediction, whereas any realistic machine for which no such deciphering function can be implemented could not be doing much better than blindly guessing about the next input, so satisfying this property is necessary and sufficient for the machine to make predictions about the next input from environments in $C$.

Something like “non-negligibility” is generally necessary for us to even observe a statistical difference in the behavior from random guessing. The requirement of a “non-negligible” advantage

---

7The strong Church-Turing thesis asserts that the definition of “efficiently computable” is similarly robust.
also helps guard the definition against declaring \( M \) able to predict on the basis of a deciphering functions with a few special rules that obtain a small advantage by looking at \( x_t \) directly. On account of the limitation that \( D_M \) be fixed, this generally only offers a negligible advantage (in the technical sense) against rich families of environments. Moreover, we note that in the related case of learning, a result of Freund and Schapire (Schapire, 1990; Freund and Schapire, 1997) establishes that several such “weak predictions” can be used to make “strong predictions” in which the predictions are correct with probability that are arbitrarily close to certainty. In other words, the ability to make such weak predictions (on examples weighted by the performance of the other weak predictors) addresses the algorithmic essence of the learning task.

We remark that one feature of this definition is that it is possible to classify the degree of intelligence of a machine \( M \) by the richness of environment classes that it can successfully predict; it is easy to see that on one end of the spectrum, any machine is able to predict a constant environment, but no machine is able to predict (the class of) all environments. We are particularly interested in the behavior of the machine with respect to “natural” environments, by which we mean informally the class of environments corresponding to the entity’s natural environment, encoded appropriately as Boolean strings. We may speculate that such environments, if captured formally, would be produced by a process featuring an infinite “unobserved state” and each symbol in its state at a given time-step would be computed from portions of its state in the previous time-step that were at most some bounded distance away—a locality constraint in its update rules, but more work would need to be done before we would be satisfied with our definition. Part of the Hawkins-Blakeslee notion of “intelligence” would involve characterizing these environments more precisely; machines capable of predicting such “natural” environments would be considered “intelligent.”

We should require that any model of the low-level mechanisms in the brain (e.g., formal models of neural circuits) be sufficiently powerful to exhibit intelligence, defined in this way. Note that we assume that \( M \)’s storage is bounded, and hence that \( M \) cannot simply offload the task to \( D_M \) by storing everything. So, the problem of preparing to make such predictions is nontrivial in general,
and this definition does require the models that satisfy it to have some computational power.

Returning to our broader goals, we would like to separate which characteristics of the brain’s function should be considered necessary, such as making predictions in the proposal above, and which merely serve to implement those functions. Notice that this definition makes no mention of any details of how the brain carries out the task of making predictions. Rather, it abstractly characterizes or specifies what makes a machine “capable of making predictions.” This is analogous to separating the specifications of the neural correlates of consciousness (Koch, 2004), etc., from their implementations. Once this has been accomplished, then we can say that an entity having implementations of the specified functions has the high-level attribute described—intelligence, consciousness, etc.

We expect such definitions to be relevant since this functional description of our high-level properties are precisely what we need for the sorts of abstract and generalized theories discussed earlier. By separating the specifications of the functions from their implementations, we permit implementations in different settings to be constructed or discovered, in particular in other species. In addition, if such theories have been developed and the special case of brains have not yet been fully understood, then we would hope that our definitions would help explain how the function of the brain could give rise to at least the observable aspects of consciousness, intelligence, etc., by clarifying precisely what sort of functionality we are looking for and establishing what kind of underlying models would be necessary or sufficient for exhibiting such functionality.
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